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Abstract— Big Data Analytics (BDA) applications are new software application for processing large amount of data to collect 

the hidden value. Big data is defined as a datasets whose size is beyond the capability of usual relational databases to collect, 

direct and handle the data with lesser latency. Most of the recent research works aimed to reduce the traffic and workload for 

convalescing the quality of services in big data. In recent times, many research works are carried out for getting better the 

performance of regression and classification process during the data access from the big data. However, the job completion 

time and memory space complexity remained challenging issue. Our main objective is to reduce the space complexity and time 

complexity during the data accessing from big data. In order to reduce the job completion time and memory space 

consumption, many existing techniques are reviewed. The key objective of the research is to increase performance of traffic 

aware job scheduling techniques with minimal space and time complexity. In this paper, review of various existing job 

scheduling techniques is carried out. The study and analysis about the performance of three existing techniques in terms of 

their space and time complexity is measured as the number of user requests increases and a comparison of the results between 

these techniques is carried out. Limitations of existing techniques are also discussed. 
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I. INTRODUCTION  

Big data analytics has increased the attention from both 

industry and academic due to its large benefits in cost 

reduction and decision making. Big data analytics is an 

essential tool for changing the science, engineering, 

medicine, healthcare, finance and business itself. Big data 

analytics workload is important in modern data center to 

classify their workloads and to know their behaviours for 

improving the recital of data center. Big data analytics 

workload takes account of the business intelligence, machine 

learning and bio-informatics.  

 

This paper is organized as follows, Section II portrays the 

review on different traffic aware job scheduling techniques 

with big data, Section III portrays the study and analysis of 

the existing job scheduling techniques, Section IV describes 

the possible comparison between them, discussion on 

limitations of existing techniques are studied and Section V 

concludes the paper. The key objective of the research is to 

identify the performance of Optimization Framework, 

Genetic Algorithm-based Job Scheduling Model and Global 

Architecture technique which were taken under study in 

terms of their memory space, job completion time and 

efficiency. Based on this study, the limitations are identified 

and it leads to development of new technique with minimal 

space and time complexity. 

 

II. RELATED WORK  

The inter-DC traffic created by MapReduce jobs on geo-

distributed big data were minimized with predicted job 

completion time. The predictable job completion time were 

guaranteed by chance-constrained optimization technique in 

[1]. The designed technique finished the MapReduce job 

within predefined job completion time and higher 

probability. Though the job completion time was reduced, 

the traffic occurrence rate was not minimized. A genetic 

algorithm-based job scheduling model was introduced for big 

data analytics applications increased the efficiency, 

feasibility and accuracy in [2]. Though the job scheduling 

accuracy was improved, job completion time remained 

unaddressed. 

 

A global architecture was designed for Quality of Service 

(QoS) based scheduling in big data application to the 

distributed cloud datacenter in [3]. The global architecture 

represented the complete datacenter resources in any order 

and performed new incoming jobs in predefined virtual 

clusters with QoS needs. For identifying the features of big 
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data analytics workload, correlation analysis was carried out 

to identify the factors that vary the cycles per instruction 

(CPI). But, the scheduling process was not carried out to 

reduce the workload through the correlation analysis in [4]. 

The big data analytics workloads share characteristics in 

many classes from conventional workloads and scale-out 

services. A new concept of DFS-integrated DBMS was 

introduced where DBMS was combined with distributed file 

system (DFS) in [5]. For processing the big data analytics in 

parallel, MapReduce framework called PARADISE were 

introduced on DFS-integrated DBMS.  

 

In PARADISE, job splitting method splitted job depending 

on predicate in integrated storage system. But, the job 

completion time was not reduced during PARADISE 

framework. A novel shuffle data transfer approach addressed 

the issues like excessive auxiliary memory utilization and 

data shuffling by dynamically adapting the prefetching to 

computation in [6]. A new strategy in Spark was introduced 

called in-memory data analytics framework. But, the 

classification accuracy was not improved using Spark 

strategy. A parallel array operator depending on particular 

form of matrix multiplication calculated the comprehensive 

data summarization matrix in [7]. The matrix allowed 

iterative algorithms to function in main memory through 

reducing the number of times the dataset scanned and 

through minimizing the number of CPU operation. But, the 

workload was not reduced by parallel array operator. 

System-level stability evaluation model was introduced for 

Energy Internet with energy function to search small 

disturbance stability region (SDSR) in [8]. SDSR were 

obtained through calculating the operational data threshold of 

distributed generations (DGs). Though energy consumption 

was reduced, the traffic occurrence rate was not reduced 

using system-level stability evaluation model. A distributed 

cloud-computing framework was introduced with Big Data 

approach in which storage and computing resources were 

used to gather and process traffic from large-scale network 

with minimal time consumption in [9]. Though the time 

complexity was reduced, traffic occurrence rate was not 

reduced in effective manner. Hadoop is an open source 

framework that process large quantity of data in efficient 

manner. Job scheduling is an essential factor for attaining 

better results in big data processing. Hadoop Distributed File 

System (HDFS), Hadoop MapReduce and various 

parameters were highlighted that increased the performance 

of job scheduling algorithms in big data like Job Tracker, 

Task Tracker, Name Node, Data Node, etc in [10].  

 

Hadoop is a quickly budding ecosystem of components 

based on Google's MapReduce algorithm and file system 

work for implementing MapReduce algorithms in a scalable 

fashion in [11]. In multi-cluster environment, Grey Wolf 

Optimization algorithm was applied in [12]. 

 

III. METHODOLOGY 

Qos and traffic aware job scheduling techniques with big 

data  

Big data analytics attracted large attention from both industry 

and academic due to its great advantages in cost reduction 

and better decision making. MapReduce is programming 

model for big data processing on large clusters comprising of 

thousand machines. It includes two types of tasks, namely 

map tasks and reduce tasks. The input data are partitioned 

into independent chunks that are processed by map tasks in 

parallel. The generated key-value pairs are shuffled to 

minimize the tasks for producing the final results. 

MapReduce are implemented by many systems that are 

organized in single-cluster situation for big data analytics. 

For processing the data stored in multiple geodistributed 

clusters, new challenges are imposed by geo-distributed 

environment where the inter-cluster network connection is 

bottleneck. 

 

Traffic-aware Geo-distributed Big Data Analytics with 

Predictable Job Completion Time 

Geo-distributed data analytics aggregates the data stored in 

multiple data centers into single data center and then process 

using Hadoop or Spark that employed MapReduce model. 

Inter-DC traffic of MapReduce jobs targeting geo-distributed 

big data was minimized. A new optimization framework was 

introduced through considering input data movement and 

task placement. Input data at data center are loaded by map 

tasks at additional data centers when remote data loading 

minimizes the total inter-DC traffic. For guaranteeing the 

predictable job completion time rather than OI-ratio 

estimation, chance-constrained optimization framework 

required small amount of information regarding the 

distribution of OI-ratio. An efficient algorithm is introduced 

through addressing the demands. A joint optimization of data 

movement and task assignment addressed the issue as 

nonlinear. 

 

A linearization technique is used to replace the nonlinear 

limitations with the linear ones. The chance constraint to 

achieve the predicted job completion time is not solved by 

convex optimization technique. An approximation approach 

is designed for addressing the limitations such that the 

solution of new formulation is feasible to the original 

problem. 
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Figure 1 Optimization Framework Design 

 

When the MapReduce job is submitted, the algorithm 

executor is accommodated in engines. From figure 1, the 

designed algorithm extracts the system parameters from job 

needs imposed by users and job history. The optimizer runs 

algorithm to choose the input data loading and task 

placement that are used by final module. Parameter extractor 

calculates the parameters required by optimizer for optimal 

data and task placement. It computes the bandwidth between 

the clusters through sending the probe packets. OI-ratio of 

map tasks are computed by examining the historical 

execution records of similar jobs.  

 

After collecting the parameters, the optimizer identifies the 

input data movement and task placement for reducing the job 

completion time. As the inter-cluster network is inadequate 

resource shared by many applications, the algorithm reduces 

total inter-cluster traffic acquired by MapReduce job. The 

designed algorithm is demanding one due to joint 

consideration of data fetching scheme, task placement and 

uncertainty of OI ratio. Then, data loader retrieves input data 

according to the results returned by the optimizer. In 

addition, the task assigner starts map task for every input 

split and reduces tasks whose placement is identified by 

optimizer. A map task is placed at same machine storing 

target input split though the machine has enough resources. 

If not, the task is placed at other machines in same rack. 

When the map task failed to be accommodated in same rack, 

it is placed at additional racks in similar cluster where there 

are sufficient computational resources. 

 

A genetic algorithm-based job scheduling model for big 

data analytics 

Genetic Algorithm based decision-making is introduced for 

job scheduling. The estimation module is employed for 

clusters and jobs. The job execution information like time 

and cost array are gathered which explains time and cost 

taken by every job run on all clusters. The time and cost 

information is employed in framework where GAs provides 

an optimized solutions for job scheduling scheme. But, 

dissimilar processing jobs failed to have similar performance 

with same cluster configuration because of job 

characteristics. In addition, one job failed to obtain the 

reliable result with many clusters due to the cluster or 

Hadoop features. While allocating the multiple jobs to 

process data in one data center, there are many optional 

cluster configuration circumstances for every job. The 

selection of best job scheduling scheme is another key 

requirement. For getting the optimized solutions in job 

scheduling decision, genetic algorithm is introduced to 

choose the solutions with minimal time consumption and 

computational cost. Architecture is introduced to schedule 

the big data application requests to suitable datacenter at 

coarse grained level and to effective virtual cluster at fine 

grained level by global scheduler and local scheduler 

respectively. Adaptive K-nearest neighbor (AKNN) 

algorithm in global scheduler identifies the suitable local 

datacenter depending on user location and needs. Big data 

request are divided into computational intensive, memory 

intensive and input/output intensive depending on QoS needs 

by naïve Bayes algorithm. Self Organizing Maps (SOM) 

technique in local datacenter forms virtual clusters for 

particular kind of big data request. SOM generates 

topological ordering of virtual clusters where the virtual 

clusters are related to each other. Every incoming big data 

request is assigned to its particular virtual cluster for its 

better performance and effective resource scheduling.  

 

A genetic algorithm-based job scheduling model was 

introduced for geo-distributed data with the big data analytics 

applications to increase the efficiency. For executing the job 

scheduling model, estimation module predict the execution 

time and cost performance of data processing jobs by GAs 

depending on different cluster characteristics. The job 

scheduling model was introduced for improving the 

feasibility and accuracy. 

 

Scheduling of Big Data Applications on Distributed 

Cloud based on QoS parameters 

Scheduling of cloud resources according to QoS parameters 

is very important for big data applications. The designed 

framework schedules the big data applications over 

geographically distributed cloud datacenters. Two different 

schedulers are used for efficient scheduling of cloud 

resources. Global scheduler is used at a coarse grain level 

and local scheduler is used at a fine grained level.  
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The schedulers are responsible for choosing appropriate 

datacenter and cluster for big data application request.

      

Multiple functional and quality attributes are linked with any 

cloud datacenter and big data processing request from any 

user. When the amount of data in big data applications is 

large, datacenter selection decision at coarse grained level 

considered the parameters like physical distance, average 

resources and network throughput (GB/s). The choice of high 

datacenter network throughput is not helpful when it is not 

well-suited with user’s network. For big data applications, 

three parameters are taken to choose the local datacenter, 

namely physical distance, network throughput and available 

resources. With large quantity of transferred data, physical 

distance and network throughput are taken in selection of 

local datacenter. Though physical distance and network 

throughput are advantageous, local datacenter without 

resource failed to present desired QoS needs. 

A global architecture was introduced for QoS based 

scheduling in big data application to distributed cloud 

datacenter in both coarse grained level and fine grained level. 

At coarse grain level, suitable local datacenter was selected 

with network distance between the user and datacenter, 

network throughput and accessible resources by adaptive K 

nearest neighbor algorithm. In fine grained level, probability 

triplet (C, I, M) was predicted by naïve Bayes algorithm. The 

algorithm provides the probability of new application in 

compute intensive (C), input/output intensive (I) and 

memory intensive (M) types. Every datacenter is changed 

into pool of virtual clusters for execute particular category of 

jobs with exact (C, I, M) requirements by self organized 

maps. The global architecture represents the complete 

datacenter resources in any ordering and executing incoming 

jobs in predefined virtual clusters depending on QoS 

requirements. 

IV. RESULTS AND DISCUSSION 

Comparison of QOS and Traffic Aware Job Scheduling 

Techniques with Big Data & Suggestions 

In order to compare QoS and traffic aware job scheduling 

techniques, no. of cloud user request is taken to perform the 

experiment. Various parameters are used for improving the 

performance of traffic minimization and job scheduling 

techniques with big data. 

 

Space Complexity 

Space complexity (SC) is defined as the amount of memory 

space used for storing the cloud user data in cloud server for 

further accessing. It is measured in terms of megabytes 

(MB). The space complexity formula is given by,  

 

SC = no. of cloud user * memory space consumed for one 

cloud user data 

When the space complexity is lesser, the method is said to be 

more efficient. 

Table 1.  Space Complexity 

Number 

of cloud 

users  

(number) 

Space Complexity (MB) 

Optimization 

Framework 

Genetic 

Algorithm-

based Job 

Scheduling 

Model 

Global 

Architecture 

10 21 28 33 

20 25 32 36 

30 27 35 39 

40 29 37 43 

50 31 40 46 

60 35 42 49 

70 38 44 52 

80 41 47 55 

90 45 50 58 

100 48 53 61 

 

Table 1 describes the space complexity with respect to 

number of cloud user ranging from 10 to 100. Space 

complexity comparison takes place on existing Optimization 

Framework, Genetic Algorithm-based Job Scheduling Model 

and Global Architecture. From the table value, it is clear that 

the space complexity using Optimization Framework is 

lesser when compared to Genetic Algorithm-based Job 

Scheduling Model and Global Architecture. The graphical 

representation of space complexity is shown in figure 2. 
 

 

Figure 2 Measure of Space Complexity 

 

From figure 2, space complexity based on the different 

number of cloud user is described. From the figure 2, 

Optimization Framework consumed lesser memory space 

than Genetic Algorithm-based Job Scheduling Model and 

Global Architecture. Optimization Framework Model 

consumed 16% lesser memory space than Genetic 

Algorithm-based Job Scheduling and consumed 41% lesser 

memory space than Global Architecture  
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Job Scheduling Time 

Job Scheduling Time (JST) is defined as the amount of time 

taken for scheduling the jobs based on the number of cloud 

user requests. It is measured in terms of milliseconds (ms). 

The job scheduling time is mathematically formulated as, 

 

JST = Ending time – Starting time for scheduling jobs 

When the job scheduling time is lesser, the method is said to 

be more efficient. 
 

Table 2. Job Scheduling Time 

Number 

of cloud 

user 

requests  

(number) 

Job Scheduling Time (ms) 

Optimization 

Framework 

Genetic 

Algorithm-based 

Job Scheduling 

Model 

Global 

Architecture 

10 45 31 57 

20 49 36 60 

30 53 40 64 

40 57 43 67 

50 59 47 70 

60 63 51 73 

70 67 55 76 

80 71 59 80 

90 75 63 84 

100 78 67 87 

 

Table 2 describes the job scheduling time with respect to 

number of cloud user ranging from 10 to 100. Job scheduling 

time comparison takes place on existing Optimization 

Framework, Genetic Algorithm-based Job Scheduling Model 

and Global Architecture. From the table value, it is clear that 

the job scheduling time using Genetic Algorithm-based Job 

Scheduling Model is lesser when compared to Optimization 

Framework and Global Architecture. The graphical 

representation of job scheduling time is described in figure 3. 

 

 
Figure 3 Measure of Job Scheduling Time 

= 

From figure 3, job scheduling time based on the different 

number of cloud user requests is described. From the figure 

3, Genetic Algorithm-based Job Scheduling Model 

consumed lesser time consumption for job scheduling than 

Optimization Framework and Global Architecture. Research 

in Genetic Algorithm-based Job Scheduling Model 

consumed 20% lesser job scheduling time than Optimization 

Framework and consumed 31% lesser job scheduling time 

than Global Architecture. 

 

Job Scheduling Efficiency (JSE) 
Job scheduling efficiency is defined as the ratio of number of 

jobs scheduled efficiently to the total number cloud user 

requests. It is measured in terms of percentage. The job 

scheduling efficiency is mathematically formulated as,      
             

                Number of jobs scheduled efficiently based on user requests 

JSE =     Number of cloud user requests 

 

When the job scheduling efficiency is higher, the method is 

said to be more efficient 
 

Table 3 Job Scheduling Efficiency 

Number of 

cloud user 

requests 

(number) 

Job Scheduling Efficiency (%) 

Optimization 

Framework 

Genetic 

Algorithm-based 

Job Scheduling 

Model 

Global 

Architecture 

10 65.12 71.23 79.96 

20 67.54 73.87 81.45 

30 69.98 75.96 84.63 

40 71.45 79.47 86.79 

50 75.87 82.19 88.71 

60 77.96 85.36 91.96 

70 79.36 87.71 93.41 

80 81.58 89.63 95.39 

90 82.98 91.89 96.89 

100 84.63 93.73 97.36 

 

Table 3 describes the job scheduling efficiency with respect 

to number of cloud user ranging from 10 to 100. Job 

scheduling efficiency comparison takes place on existing 

Optimization Framework, Genetic Algorithm-based Job 

Scheduling Model and Global Architecture. From the table 

value, it is clear that the job scheduling efficiency using 

Global Architecture is more when compared to Optimization 

Framework and Genetic Algorithm-based Job Scheduling 

Model. The graphical representation of job scheduling 

efficiency is described in figure 4. 

 

 
Figure 4 Measure of Job Scheduling Efficiency 
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From figure 4, job scheduling efficiency based on the 

different number of cloud user requests is described. From 

the figure 4, Global Architecture has higher job scheduling 

efficiency than Optimization Framework and Genetic 

Algorithm-based Job Scheduling Model. Research in Global 

Architecture has 19% higher job scheduling efficiency than 

Optimization Framework and has 8% higher job scheduling 

efficiency than Genetic Algorithm-based Job Scheduling 

Model. 

 

Discussion on limitation of QOS and traffic aware job 

scheduling techniques with big data  

An optimization framework minimizes the inter-DC traffic 

occurred by MapReduce jobs targeting on geo-distributed big 

data within lesser space complexity. An algorithm with 

linearization and relaxation techniques addresses the 

approximation issue by off-the-shelf solvers. By using 

optimization framework, MapReduce job finishes within 

predefined completion time. But, the integration of designed 

algorithm into data processing platforms was not 

implemented. The system implementation by optimization 

technique with popular data processing platforms was not 

carried out. 

 

A genetic algorithm-based job scheduling model was 

designed for big data analytics to complete the scheduling 

with lesser time. For implementing the job scheduling model, 

an estimation module was employed to predict the clusters 

when performing the analytics jobs. Genetic algorithm-based 

job scheduling model provides efficient information 

estimation for geo-distributed data. Though the job 

completion time was lesser, estimation module was not 

simplified and not precise. 

 

A global architecture is constructed for QoS based 

scheduling in big data application to distributed cloud 

datacenter with more efficiency than other methods. Every 

datacenter is changed into virtual clusters for executing 

particular category of jobs with exact (C, I, M) needs by self 

organized maps. The global architecture symbolizes the 

entire datacenter resources in predefined ordering and 

executing new incoming jobs in predefined virtual clusters 

depending on QoS requirements. 
 

V. CONCLUSION AND FUTURE SCOPE  

A comparison of different existing traffic aware scheduling 

techniques with big data is studied. From the study, it is 

observed that the existing techniques undergo heavy traffic 

during the data access in big data. The survival review shows 

that the existing optimization framework minimizes the inter-

DC traffic generated by MapReduce jobs targeting on geo-

distributed big data with minimal space complexity when 

compared to other methods under study. Energy 

consumption was not considered while reducing the traffic. 

In addition, scheduling process was carried out in effective 

manner using genetic algorithm-based job scheduling model 

with lesser job scheduling time but the memory consumption 

was not reduced. Global Architecture has higher job 

scheduling efficiency than Optimization Framework and 

Genetic Algorithm-based Job Scheduling Model as the 

number of user request increases. In this method, the load 

balancer at global and local scheduler level failed to balance 

the load effectively among data centers and virtual clusters 

depending on dynamic QoS requirements of big data 

application. In addition, time consumption and space 

consumption was not reduced Finally, from the result, each 

technique has its own merit and demerit and based on them 

new techniques can be devised to concentrate more on 

minimizing the time and space complexity during job 

scheduling for big data applications. The future path of QoS 

and traffic aware job scheduling can be carried out using 

machine learning techniques for increasing the scheduling 

efficiency and minimizing the traffic with minimal time and 

space complexity. 
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