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Abstract: Objects are located by drawing a bounding box around the detected object. One of computer vision's specialties is 

object detection, which finds things in an image or video. Techniques for object detection are the foundation of the area of 

artificial intelligence. Typically, object detection uses deep learning and machine learning to yield accurate and significant 

findings. It is essentially made up of localization and classification. The state-of-the-art techniques utilized for real-time object 

detection have advanced recently. This study paper compares state-of-the-art techniques, such as faster region convolutional 

neural networks (Faster R-CNN) and you only look once V8 (YOLOV8). These algorithms are deep neural network 

representations, or neural networks with numerous hidden layers. Although each of these algorithms is notable for its own 

distinctiveness, they are compared to see which is superior. This study focuses on determining which of these algorithms is more 

practical to employ despite sharing a common core, namely CNNs. 
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1. Introduction  
 

Since humans have such a keen sense of vision, they can 

quickly identify and recognize items in their environment, 

regardless of their position or colour. However, object 

detection on computers is more difficult and involves more 

processing. The study of how computers comprehend digital 

photos or movies at a high level is known as computer vision.  

The components of computer vision are image 

categorization, picture captioning, picture identification, etc.  

 

Essentially, object detection serves as the cornerstone of 

artificial intelligence. The most widely used deep learning 

technology is the convolutional neural network (CNN), which 

uses many convolutional layers and convolutional 

computation to improve detection accuracy and speed. All 

algorithms for object detection rely on convolutional neural 

networks. 

 

 
Figure 1: Convolutional Neural Network Architecture. 

A deep convolutional neural network, such as CNN, is one of 

the artificial neural networks that combines convolutional 

layers with other types of layers, including nonlinear, 

pooling, and fully connected layers. It trains its convolutional 

filters through the use of backpropagation. 

 

In the present research, the more accurate and efficient deep 

learning algorithms are YOLOV8 (you only look once) and 

Faster R-CNN (Regional Convolutional Neural Networks). In 

object detection. 

 

There are two types of detection algorithms: the first is a one-

step method called You Only Look Once (YOLOV8) and the 

second is a two-step technique called Faster Region Based 

Convolutional Neural Network (Faster R-CNN). The two 

processes are object categorization, where items are 

categorized according to the colours they have and object 

localization, in which drawing a bounding box around an 

object that has been recognized helps locate it. 

 

2. YOLO: A Brief History 
 

The popular object identification and picture segmentation 

approach known as YOLO (You Only Look Once) was 

created at the University of Washington by Joseph Redmon 

and Ali Farhadi. Yolo was introduced in 2015 and 

immediately became well-known for its rapid speed and 

accuracy.  
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The 2016 release of YOLOv2 enhanced the original model by 

adding dimension clusters, anchor boxes, and batch 

normalization. 

The 2018 release of YOLOv3 improved the model's 

performance even more by employing spatial pyramid 

pooling, numerous anchors, and an even more effective 

backbone network.  

When YOLOv4 was launched in 2020, it included additional 

features such a new loss function, an anchor-free detection 

head, and mosaic data augmentation.  

The model's performance was further enhanced by YOLOv5, 

which also included new capabilities including integrated 

experiment tracking, automatic export to widely used export 

formats, and hyperparameter optimization.  

Many of Meituan's autonomous delivery robots utilize 

YOLOv6, which was made available as open source software 

in 2022.  

Additional tasks, like posture estimation on the COCO 

keypoints dataset, were added to YOLOv7. 

 

2.1 YOLOV8 

Ultralytics has released YOLOV8, the most recent version of 

YOLO. As a state-of-the-art, cutting-edge (SOTA) model, 

YOLOv8 expands upon the features and enhancements of 

earlier iterations to offer improved efficiency, performance, 

and flexibility. A complete YOLOv8 support several AI 

vision tasks, such as tracking, position estimation, 

segmentation, detection, and category.  

 

 
Figure 2: YOLOV8 Architecture 

Since YOLOv8 is so adaptable, users can take advantage of 

its features in a variety of contexts and fields. Here is the 

most recent iteration of the well-liked real time object 

identification and image segmentation model, Ultralytics 

YOLOv8. YOLOv8 offers unmatched speed and accuracy 

thanks to state-of-the-art developments in deep learning and 

computer vision. It may be easily adapted to many hardware 

platforms, ranging from edge devices to cloud APIs, thanks to 

its simplified design, which makes it suited for a wide range 

of applications.  

 

2.2 Faster RCNN 

One of the most popular and widely used R-CNN variants is 

faster R-CNN. It suggests areas based on a particular set of 

search methods that need CPU computation and take a few 

seconds (or more) for each picture. The Faster R-CNN 

generates region proposals using Region Proposal Networks, 

or RPNs, which reduces the picture generation time from 

seconds to milliseconds. 

 

-In Bounding boxes, or rectangular boxes that ring an object 

and indicate its position, class (such as person or automobile), 

and confidence (i.e., how likely it is to be at that location), are 

generated by Faster R-CNN using RPN.  

 

-CNN is usually used to generate these objects' features 

during this stage. Instead of using the original image, which is 

then fed into ROI pooling to modify the image size required 

for object recognition, the final feature picture is what is used 

for region proposal.  

 

-The ROI pooling layer's output size is (N, 7, 7, 512), 

whereas the region proposal technique yielded N 

recommendations overall. The ROI pooling outputs are fed 

into the sibling classification and regression branches after 

they have gone through two fully linked layers. A layer of 

classification is present to determine the class to which the 

object belongs.  

 

-The bounding box coordinates are then adjusted even 

further, removing all possibility of inaccuracy, by use of a 

regression layer. To manage objects with different sizes and 

aspect ratios, anchors are added in RPN. An anchor is a 

sliding point of the convolutional maps that is situated in the 

center of each spatial window. 

 

 
                            Figure 3: Faster R-CNN architecture 
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3. Theory/Calculation 
 

We require common quantitative criteria to assess and 

contrast the predicted performance of various object detection 

methods. The most widely used evaluation measures include 

recall, MAP, Average Precision (AP) metrics, Intersection 

over Union (IoU), and so on. To compare the algorithms in 

this case, we employed IOU metrics. 

 

A common metric used to determine localization faults and 

assess localization accuracy in object identification models is 

intersection over union. We initially take the intersection area 

between the two matching bounding boxes for the same 

object in order to calculate the IoU between the predicted and 

the ground truth bounding boxes.  

 

Next, we determine the overall area that the two bounding 

boxes—also referred to as the "Union"—cover as well as the 

area where they overlap, or the "Intersection." We can 

determine how near the prediction bounding box is to the 

original bounding box by dividing the intersection by the 

Union, which yields the ratio of the overlap to the entire area. 

 

3.1 Intersection over Union (IoU): 

 Intersection over Union is a popular metric to measure 

localization accuracy and calculate localization errors in 

object detection models. To calculate the IoU between the 

predicted and the ground truth bounding boxes, we first take 

the intersecting area between the two corresponding bounding 

boxes for the same object.  

 

Following this, we calculate the total area covered by the two 

bounding boxes also known as the “Union” and the area of 

overlap between them called the “Intersection”. The 

intersection divided by the Union gives us the ratio of the 

overlap to the total area, providing a good estimate of how 

close the prediction bounding box is to the original bounding 

box. 

 

 
 

3.2 Bounding Box Coordinates:  
A rectangular box that contains an object found in a picture is 

called a bounding box. The following are the crucial 

coordinates connected to a bounding box:  
 

1. Coordinates of X and Y (Box Center):  
(x, y) is a representation of the coordinates of the bounding 

box's center inside the picture. These figures are in relation to 

the image's dimensions. 

2. Width and Height (Box Dimensions): 

Height and breadth show the bounding box's measurements. 

They ascertain the box's length along the x- and y-axes, 

respectively.  

 

3. Top-Left and Bottom-Right Coordinates: 

The bounding box's top-left and bottom-right corners' 

coordinates are represented by the variables (x_min, y_min) 

and (x_max, y_max). The center, width, and height are used 

to calculate these coordinates. 

 

3.3 Anchor Box Coordinates:  
When it comes to YOLO and anchor boxes, each one is 

distinguished by  

 

1. Having its own unique set of coordinates:  

Additionally Elevation of the Anchor Box: The size of the 

anchor box are indicated by the variables anchor_width and 

anchor_height. These numbers are preset and are used as 

models.  

2. Aspect Ratio while receiving instruction. Anchor Box: 

LSTM use a gateway mechanism to control the quantity of 

previous recordings preserved by each LSTM component, 

recall the current input, preserve important characteristics, 

and reject insignificant ones. This solves the vanishing 

problem in recurrent neural networks. Figure 2 shows the 

component model of the LSTM. anchor box coordinates 

relate to the specifications that specify the position and 

dimensions of anchor boxes within of an image. Typically, 

the values for these coordinates are expressed in relation to 

the grid cell where the anchor box is located. Anchor boxes 

are commonly specified in YOLO and related object 

identification algorithms as follows: 

 

Center coordinates (x, y): These show where the anchor box's 

center is in relation to the grid cell. Normalization of these 

values typically takes place within the interval [0, 1], where 

the top-left corner of the grid cell is represented by (0, 0) and 

the bottom-right corner by (1, 1).  

 

The anchor box's dimensions are determined by its width (w) 

and height (h). Moreover, they are commonly normalized to 

the interval [0, 1].  

 

4. Comaprision between YOLOV8 and Faster 

R-CNN 
 

YOLOV8 (You Only Look Once) and Faster R CNN are two 

well-liked object identification techniques in computer vision, 

each with unique benefits and features.  

 

YOLOV8 is well renowned for its efficacy in realtime 

application, despite the fact that it anticipates bounding boxes 

and class probabilities with a single neural network pass and 

treats object recognition as a single regression problem-

solving In contrast, Faster R-CNN has a two stage detection 

pipeline that divides the duties of object categorization and 

region proposal creation.  
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Faster R-CNN tends to generate fewer IOU measurements 

than YOLOV8, which usually results in a higher detection 

method.. 

 

 
Figure 4: Comparison of two algorithms 

 

5. Results and Discussion 
 

When it comes to object detection using IOU metrics, 

YOLOv8 usually outperforms Faster R-CNN, exhibiting 

higher Intersection over Union (IOU) scores, which suggest 

more precise bounding box predictions and improved object 

localization. Yolo is the recommended option for real-time 

applications due to its efficiency and efficacy.  

 

The object detection and IOU values utilizing Yolov8 and 

faster RCNN are displayed in the images below 

 

Testcase1: 
o Detection with YOLOV8 

 

 
 

o Detection with Faster RCNN 

 

Testcase2: 
o Detection with YOLOV8 

 
 

o Detection with Faster RCNN 

 

 
Ultimately, both YOLOv8 and Faster R-CNN represent 

powerful tools in the field of object detection. But when 

compared to Faster RCNN, YOLOV8 detects objects with 

quick time and gives the high intersection over union(IoU) 

metrics value. 
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Comparison Table: 

 
 

 Graph: 

 
 

6. Conclusion  
 

Anchor boxes play a crucial role in improving the robustness 

and accuracy of object detection models like YOLOV8. They 

offer an organized method for the a model to pick up on and 

adjust to the various object sizes and aspect ratios in a given 

dataset, resulting in higher accuracy and dependability in 

object location. YOLOV8 has more advanced uses than 

Faster R-CNN.As YOLOV8 offers end-toend training, it 

turns out to be a cleaner and more effective method for doing 

object detection. While both algorithms have an achievable 

level of accuracy, there are instances where YOLOV8 

performs faster, more accurately, and more efficiently than 

Faster R-CNN. Yolov8 is more suited for real-time object 

detection in images and videos since it can execute single-

shot algorithms. It is easy to build and can be trained on 

entire images directly. When it comes to object 

generalization, YOLOV8 outperforms Faster R-CNN, making 

it a more reliable, quick, and strong method. This method 

stands out and is highly recommended because of these 

tremendous advantages.   
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