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Abstract- To test the modified code, we employ regression testing procedures with an aim to provide assurance that modified 

code behaves correctly and those modifications have not adversely affected the existing behavior or functionality of the code. 

Retest-all regression testing is the basic approach in which all the test cases in the initial test suite are re-executed to validate 

the changes. But re-running all the test cases from an existing test suite in order to test the code that is undergone minor change 

may be expensive as it requires an unacceptable amount of time and resources to perform it. An important problem found 

during regression testing is how to select a subset of test cases from an existing test suite in order to retest the modified code.  

Therefore, in this study we propose an efficient test suite management technique that utilizes data clustering approach for 

regression testing in order to effectively partition an initially random and large test suite to re-test the modified section of the 

code that has been modified within resource and time constraints.  
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I. INTRODUCTION 
 

Regression testing is an important activity performed on 

modified code to provide assurance that the modified code 

works correctly and that modifications have not affected the 

previous functionality of the code. Regression testing is 

expensive software maintenance activity [1]:  as it requires 

to re-run all the test cases in a existing test suite in order to 

re-test the code that is modified to provide confidence that 

modified code behaves correctly. For software maintenance, 

developers usually create an initial test suite and re-use it for 

regression testing. The traditional technique for conducting 

regression testing is retest-all in which every test case in the 

test suite is re-run to re-test the modified code. This 

approach is expensive as it requires unacceptable amount of 

time and resources to re-run all the existing test cases in the 

initial test suite. An alternative strategy would be to select 

and re-run only a subset of the test cases from the initial test 

suite to test the modified code. So most of the research on 

regression testing [2] focuses on (1) how to select a subset of 

test cases from an existing test suite for regression testing 

(the regression testing selection problem), and (2) how to 

identify the segment of the code that undergoes modification 

and should be re-tested for quality and functionality 

assurance. In [2], the regression testing is defined as follows: 

“Let P be an original version of a program and P
/
 be its 

modified version. Also, let T be the initial test suite 

developed for testing P. The role of regression testing 

selection technique is finding a subset of test cases T
/
 of T in 

order to execute P
/
”.  

 

The use of regression testing selection technique according 

in [1] reduces the cost of software testing compared to  

 

retest-all approach by running only a subset of the test cases 

from the initial test suite. The other useful technique is 

random selection approach which randomly selects a subset 

from the initial test suite and uses the subset for carrying out 

regression testing. But the randomly selected sample or 

subset may or may not be effective in terms of the modified 

code. The regression testing selection approaches try to 

overcome the draw-backs present in the existing techniques 

(like retest-all and random) and make regression testing 

feasible and economical by running only a subset of few 

effective test cases to retest the modified code. A substantial 

amount of research results are reported on regression test 

selection and minimization techniques in literature, but 

according to studies [3] very less number of software 

industries have actually deployed the support for automation 

during regression testing. The most commonly used 

approaches for the selection of regression test cases are 

either based on manual code analysis or based on expert 

judgment, but both results in unnecessarily high regression 

testing cost. 

A number of regression test selection techniques have been 

proposed to target different programming paradigms such as 

procedural programming [4,5,6], object-oriented 

programming [7,8,9,10], component-based programming 

[11, 12, 13] and web applications [14, 15, 16].  A great 

number of approaches have also been proposed using 

different techniques including data flow analysis based [17, 

18], slicing based [19, 20], firewall based [21, 22], control 

flow based [23, 24] and differencing based [25, 26]. There 

are also certain studies on regression test selection 

techniques which have been reviewed by the authors in [27, 

28, 29, 30]. In [29], a set of metrics are proposed for the 
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evaluation of regression test selection techniques. In [27, 

28], an experimental investigations are performed on the 

effectiveness of some regression test selection techniques 

targeting procedural programming. Based on the empirical 

results, it was found difficult to select any technique as a 

solution because the studies were performed on different 

kind of programs and also in different environment 

conditions. Also, the authors in [30] observe that it is very 

difficult to design a new generic and superior regression test 

suite management technique that will be applicable to a wide 

range of application programs. Therefore regression test 

suite management is still an open problem where further 

work could be done in order to improve the existing 

techniques or propose new techniques that will reduce the 

effort and cost of the software maintenance activity either by 

reducing the number of test cases or by selecting a subset of 

test cases efficiently from an initial test suite. This study is 

an effort in this direction as all the existing studies [5, 9, 11, 

13, 15, 25, 29] try to select a subset of test cases for 

regression after software undergoes change, but with the 

proposed study, it is possible to select a subset before 

software undergoes change and as well as after the change 

when the software is regression tested. Thus, with the 

proposed approach, we can run the entire test suite or the 

selected test cases from each portioned segment or only a 

single partition or cluster for carrying-out testing activity. 

The flow chart of the proposed approach is shown in figure. 

1. 

The entire paper is organized as follows, Section I highlights 

the introduction and related work done. In Section II, the 

discussion on different types of regression testing types are 

provided. In Section III a brief overview about data 

clustering is given and in Section IV, the steps of K-Means 

Algorithm are mentioned. In Section V describes the 

implementation of the proposed approach on a sample 

program and results of the study. And finally, Section VI 

describes the application of the proposed study on a large 

study and Section VII provides the conclusion and future 

scope of the study.       

 
Figure. 1: The Flow Chart of the Proposed Approach 

II. CATEGORIES OF REGRESSION TESTING 

TECHNIQUES 
 

According to the study reported in [31], three techniques are 

commonly used for test suite management in order to reduce 

the cost of regression testing. They are 

 (1) Regression test selection techniques. 

 (2) Regression test suite minimization techniques. 

 (3) Test case prioritization techniques.  

Regression test selection techniques [32, 33] attempt to 

reduce the cost of regression testing by selecting only a 

subset of test cases from the initial test suite according to the 

original and modified program. Test suite minimization 

techniques [34, 35] attempt to minimize the cost of 

regression testing by selecting a subset of test cases that 

provide the same coverage as provided by the existing test 

suite according to the specified coverage metric. Test suite 

minimization techniques form an effective minimized subset 

by permanently discarding the test cases which are found 

redundant and obsolete in the initial test suite according to 

the requirement coverage criteria defined. Test case 

prioritization techniques [ 36, 37] are also very useful as 

they help a tester to order the test cases by assigns the 

priority to each test case so that those test cases with higher 

priority can be executed before than those with lower value 

according to the need [36].   
 

III. DATA CLUSTERING  
 

Data clustering is a method used for the segmentation of 

data objects into groups (or clusters) in such a way that 

objects in one group are similar to one another  in 

comparisons to the other objects present in other groups 

(clusters). According to [38], cluster analysis is used for two 

important purposes (1) understanding and (2) utility. Cluster 

analysis for understanding means applying clustering 

analysis for finding the meaningful groups from the data 

objects that share common properties [38]. Clustering plays 

an important role in analyzing, describing, and utilizing the 

hidden information present in the data. Clustering for utility 

attempts to abstract the prototypes or the representative 

objects from the clusters that serve as the basis for the 

number of data processing techniques like summarization, 

compression, and nearest neighbor finding [38]. The other 

important application domains of cluster analysis include 

machine learning, business intelligence, information 

retrieval, and pattern recognition.  
 

IV. K-MEANS ALGORITHM  
 

The K-Means algorithm is one of the simple, oldest, and 

widely used clustering algorithms [39, 40]. This algorithm is 

ranked second among top-10 data mining algorithms [41].  

K- Mean’s algorithm belongs to the class of hard or 

partitional based algorithms that attempts to find K non-

overlapping clusters from the specified data. K is an external 

specified value that indicates the number of clusters that 
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needs to be formed after clustering the data. The basic steps 

of K-Means algorithm for finding k clusters are as follows: 

I. Select ‘k’ as the number of number of initial centriods. 

II. Calculate the distance of all the objects from the centriods 

and assign the objects accordingly to the closest centriods.   

III. Recalculate the centriods of each cluster. 

IV. Continue steps II and III until the centriods of each cluster 

do not change. 

 

V. IMPLEMENTATION OF THE PROPOSED 

APPROACH 
 

The graphical representation of the proposed approach is 

shown in figure. 1. We have implemented the proposed 

approach for the regression testing of the sample program 

shown in fig. 2. To test the sample program we have 

generated a suite of random test cases using a free online 

available tool known as generatedata.com [42]. The 

genratedata.com tool utilizes the random search technique 

for the generation of test cases and is commonly used for 

database and software testing. But the tool has certain 

limitations as it generated the test cases based on random 

approach that is (1) it generates a lot of redundant test cases 

and (2) cannot generate some combinations of effective test 

cases that are vital in order to cover certain components of 

the code and hence results into less percentage of the code 

coverage. Therefore, in order to remove these 

inconsistencies, we have seeded few effective combinations 

of test cases to the test suite generated with the tool using the 

study reported in [43].  In our previous studies [44, 45,46], 

we have also proposed some studies to handle the test suite 

size and randomness issues with respect to test suite 

minimization perspectives. But, here in this study the goal is 

to select a subset of test cases from the entire test suite with 

respect to modifications done to the code and to test the 

modified portion of the code without discarding the other 

test cases. The suite of test cases generated for testing the 

sample program is shown in figure. 3. 

 
Figure. 2. Program under Testing 

 
Figure. 3. The Initial Test Suite 

 

For unit testing the sample code, we have used JUnit testing 

framework. JUnit is an open source as well as automatic unit 

testing framework for java code. And for code coverage 

measurement, EclEmma tool is used which is also an open 

source java code coverage tool for Eclipse. After executing 

all the test cases, the test cases except (T12) in the initial test 

suite execute all the statements of the code and hence 

achieve the 91.5% instruction, 88.5% line, 50% method, and 

100% type code coverage as shown in figure. 4, but could 

not achieve an acceptable branch and complexity coverage 

due to some missing functionality or an error in the code. 

The code when executed with the test case t12 (4, 3, 3, 

Isosceles) fails because there is some missing functionality 

or the condition in the code as shown in figure 2. Therefore, 

it is important to rectify the error by adding the statements 

(C==B) to the existing code  as shown in figure. 5 and then 

regression test it in order to handle all the combinations of 

test cases. Here, in order to regression test the code either we 

need to re-run all the test cases to re-test all the segments of 

the code or we need to select a subset of test cases to test the 

segment of code that is modified.  

 

 
Figure. 4. Coverage of different structural components 

achieved by the initial test suite 

Test  Case ID Side A Side B Side C Expected Output 
t1 0 1 1 Invalid 

t2 10 10 10 Equilateral 

t3 5 5 3 Isosceles 

t4 8 7 4 Scalene 

t5 9 6 8 Scalene 

t6 9 9 9 Equilateral 

t7 0 0 0 Invalid 

t8 3 1 1 Invalid 

t9 6 7 6 Isosceles 

t10 6 5 3 Scalene 

t11 -1 -2 -3 Invalid 

t12 4 3 3 Isosceles 

t13 -4 -4 8 Invalid 

t14 5 10 7 Scalene 

t15 6 -3 3 Invalid 

t16 12 12 12 Equilateral 

t17 2 2 0 Invalid 

t18 2 0 2 Invalid 
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Figure. 5. The modified Program.  

 

Therefore regression testing and particularly regression test 

case selection techniques are most commonly used after the 

software undergoes change in order to make assurance that 

the bugs or errors previously encountered have been fixed 

and the existing functionality of the code has not been 

altered. Hence, for quality assurance, we need to re-run all 

the test cases in order validate the changes happened to the 

code. But running all the test cases for validation when the 

changes are minor will consume extra effort, time and 

resources. The better alternative would be to use only few 

test cases that are related to the change not the whole test 

suite. For this reason, we have applied K-means algorithm 

for segmenting the test suite into different profiles or clusters 

so that when the need arises it become possible to use any 

particular segment or cluster of test cases for re-testing the 

segment of the code that has been modified not the whole 

test suite. Hence, after implementation of the proposed 

approach, we have segmented the test suite into four clusters 

C1, C2, C3, and C3 using K-means algorithm in WEKA, an 

open source machine learning and data mining toolkit. The 

segmented test suite is shown in figure. 6. 

          
Figure. 6. Segmented Test Suite 

After segmentation, each cluster contains the test cases 

which execute the same number as well as same type of 

structural components of the code. The structural 

components of the code executed by the clustered test suite 

is shown in Table 1.Thus with the proposed approach it 

become possible that if any component or statement of the 

code is modified or changed than only that particular cluster 

of test cases needs to be re-run to save the time and validate 

the changes not all the test cases present in other clusters. 

Here, in this case only the test cases in cluster 3 are needed 

to be re-run for validation. Also with the implementation of 

the proposed approach, it was observed that the redundancy 

that exists in the test suite is reduced by partitioning it into 

different segments or clusters based on the similarities in the 

test cases. The code coverage after re-running the test cases 

from the cluster 3 is shown in figure. 7. Therefore, a 

considerable amount of time, effort and resources can be 

saved during regression testing by the application of the 

proposed approach. 

 

Table 1. Different Sections of the Code Covered by Each 

Cluster 
Different Segments or 

Clusters formed using the 

Proposed Approach 

Area of the code shown in figure 5 that is 

Covered by each Segment or Cluster 

C1 Turquoise and Bright Green portion 

C2 Pink portion 

C3 Yellow portion 

C4 Gray portion 

 

 

 
Figure. 7. The code coverage of the test suite after 

maintenance  

 

VI. APPLICATION OF THE PROPOSED APPROACH 

ON DIFFERENT SET OF PROGRAMS 
 

For the determination of applicability of the proposed 

approach, we use four well-known programs (Modified 

Versions) with different characteristics as shown in table 2.  

 

Table 2: Sample Programs and their characteristics. 

public class Traingleclass { 
public  static void main(String [] args){ 

    Scanner S =new Scanner(System.in); 
    int A,B,C; 
 System.out.println("ENTER THREE SIDES OF TRIANGLE"); 
 A= S.nextInt(); 

B= S.nextInt(); 
 C= S.nextInt(); 
 S.close(); 
 if(A>0 && B>0 && C>0){ 
 
 1       if(A >= (B+C) || C >= (B+A) || B >= (A+C) ) 
            System.out.println("Not a triangle"); 
 
        else if (A==B && B==C) 
 2           System.out.println("Equilateral"); 
 
        else if(A!=B && B!=C && C!=A) 
 3          System.out.println("Scalene"); 
 
        else if((A==B) || (C==A) || (C==B)) 
 4         System.out.println("Isosceles");      
          } 
         else{ 
 5              System.out.println("Not Valid inputs"); 
         } 
       } 

} 

 

Test Suite 

t1, t7, t8, 

t11, t13, 

t15, tt17, 

t18 

t2, t6, 

t16 

t3,  t9, 

t12 

 

t4, t5, 

t10, t14 

 

K-Means 

C1 C2 C3 C4 
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S. 

No

. 

Progra

m 

Name 

No. of 

Instructio

ns 

No. 

of 

Line

s 

No. of 

Branch

es 

Complexi

ty 

Tes

t 

Suit

e 

Size 

P1 Roots 
of 

Quadrat

ic Eq. 

54 16 6 7 50 

P2 Largest 
of 

Three 

Number
s 

64 17 18 11 50 

P3 Number 

is 
Prime 

or Not 

45 17 8 6 50 

P4 Number 

of 
Digits 

in a 

Given 
Number 

42 14 4 4 50 

 

For an effective management of the test suites (initially 

random and un-minimized) for an initial testing as well as 

regression testing, we have segmented each of them into an 

appropriate number of segments or clusters. The number of 

partitions or clusters (or the value of k) plays an important 

role in successful implementation of the K-Means algorithm. 

Therefore, to divide each test suite of the sample programs 

shown in table 2, the value of k for each test suite is chosen 

based on the number of requirements that are needed to be 

satisfied by each test suite. For example, the ideal value of k 

for segmenting the test suite of program P1 would be 4 

because upon its execution it should classify the roots into 

equal, or imaginary, or unequal or invalid as shown in fig.8: 

 

 
Figure.9: Requirements of the Program P1. 

 

Therefore based on these facts, we have segmented each test 

suites of P1, P2, P3, and P4 into a different number of 

partitions or clusters as shown in figure 9, 10, 11, 12 for 

carrying out an effective regression testing activity.   

 
Figure. 9: Clusters formed after Clustering 

               

 
Figure. 10: Clusters formed after Clustering 

 

 
Figure. 11: Clusters formed after Clustering 

 
Figure. 12: Clusters formed after Clustering 

 Test Suite Upon Execution On 

Program 
P1 

1. Equal Roots 2. Unequal 3. Imaginary  4. Invalid 
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Thus with the proposed approach all the test suites that are 

initially random and un-minimized are now minimized and 

partitioned into different segments for effective utilization in 

regression testing. The other benefits of the proposed 

approach are that it provides the tester a choice in selecting 

an appropriate cluster or portion of the test suite (a single 

test case from each cluster) for execution during an initial as 

well as in regression testing process. Therefore for 

regression testing the sample programs shown in table 2, an 

appropriate cluster or clusters of test cases from each 

partitioned test suite can be selected as shown in fig.9, fig. 

10, fig.11 and fig.12. Also, with the help of the proposed 

approach, the time, effort and cost case be reduced as it 

become possible to selectively run few test cases instead of 

re-running the entire test suite for regression testing.  

 

VII. CONCLUSION AND FUTURE SCOPE 

 

Regression testing is an important activity used to validate 

the modified software in order to gain assurance that no 

errors are introduced into the previously tested code. But 

regression testing is an expensive activity as it involves 

repeatedly running the entire test suite whenever the code 

changes. To reduce some of this expense, researchers have 

proposed various regression test selection methods that 

attempt to reduce the cost by selecting and running only a 

subset of test cases from an existing test suite. With the same 

aim we have also proposed a regression test cases selection 

approach in which K-means clustering algorithm is 

implemented on the test suite in order to partition the test 

suite into a different clusters or profiles according the 

requirement they satisfy. Later on if any modification is 

done to the code we may be able to select only the particular 

group or cluster of test cases for retesting the code that is 

modified. The experimental results proved that the proposed 

approach is very effective and also a useful technique that 

will reduce the cost of regression testing by running only a 

subset or cluster of test cases for retesting the modified code. 

The future work in the direction would be to propose some 

approaches so that test cases in each cluster are 

automatically selected and executed for retesting the code 

that is changed as the selection and execution of test cases 

are currently done manually.  
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