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Abstract— Distributed Environment (DE) aims at achieving higher execution speed than the one obtainable with uniprocessor 

system by exploiting the collaboration of multiple computing nodes interconnected in some fashion. The idea has been to 

partition a uniprocessor computing load into multiple units of execution and assigning them to the various processing nodes. The 

best possible speed up will obviously be obtained if the various partitions of the given computational task can run independently 

in parallel. The processing nodes of the system must be sharing the computational load of the system so as to be able to provide 

proper execution characteristics. All the processing nodes must be made busy as much as possible by receiving and executing 

multiple tasks. In such scenario the number of tasks are lesser than available number of processors in DE, the tasks will be assign 

to the processor without any concern, but incase the numbers of tasks are greater than the numbers of processors then the task 

allocation problem will introduce in to real life scenario. Task allocation problem for processing of ‘m’ tasks to ‘n’ processors 

(m>n) in a DE is presented here through a new modified tasks allocation scheme to allocate the task in DE. The allocation 

scheme, proposed in this paper allocates the tasks to the processor to increase the performance of the DE on the consideration of 

reliability of the task to the processors.  
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I. INTRODUCTION 

A Distributed Environment is a collection of workstations, 

personal computers and/or other computing systems. Such 

systems may be heterogeneous in the sense that the 

computing nodes may have different speeds and memory 

capacities or may be having same configuration. A DE 

accepts tasks from users and executes different modules of 

these tasks on various nodes of the system. In DE, a problem 

is divided into one or multiple tasks, each of which solved by 

one computer. Each processor has its own memory and 

speed and the communication between any two processors of 

the system takes place by message passing over the DE. 

Such environment provide very powerful platform for 

executing high performance parallel applications. But the 

performance of the system is dependent on task allocation 

scheme in the DE.  

In order to enhance the performance of DE, workloads are 

divided into small independent units called tasks. To allocate 

these tasks are the main concern while maintain the system 

reliability. In the present research paper, we have taken an 

example of DE where there are ‘n’ processors with the same 

processing speed and ‘m’ tasks (where m>n). This situation 

looks like a FIFO (First in First out) ordered queue. When 

first most tasks are assigned to the processor, remaining 

tasks have to wait until first task has been completed. As 

given in Fig. 1. 

 

 

Fig. 1: Task Allocation Problem in Distributed Environment 

As per the given scenario first numbers of tasks equal to 

numbers of processors will be allocate to available processors 

in the DE and remaining tasks will be on hold until the 

present allocated task will execute. So to handle the problem 

of task allocation in a DE required such arrangement where 

more than single task can assign to a processor so none of the 

task need to wait in queue and also keep processing reliability 

in regards that need to be maximized here. Some of the task 

allocation methods have been reported in the literature, such 

as Load Balancing [1, 4], Reliability Model [2, 5, 7, 11, 14, Corresponding Author: Faizul Navi Khan 
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15], Task Allocation [3, 8, 9, 10, 18, 22], Branch-and-Bound 

[6], integer programming [12, 16], Mathematical 

programming Models[13], Distributed Computing 

System[17, 19, 21] and An approach for allocating tasks [20]. 

The problem chosen in this paper is related to task allocation 

in a DE, static in nature and enhance the performance of the 

distributed environment through optimizing the reliability 

constraints. In this research paper we have design an 

allocation scheme to assign all tasks in DE to the available 

processor in such a way that avoid the situation of 

overloading by using the proper utilization of processors of 

the network. 

II. NOTATION 

p Processor 

t Task 

n Number of Processors 

m Number of Tasks 

PRM Processing Reliability Matrix 

APRM Arranged Processing Reliability Matrix 

III. OBJECTIVE 

The objective of this study is to maximize the processing 

reliability for a Distributed Environment through optimally 

assigning the tasks of various processor of the environment, 

so that the performance of the DE is to be enhanced. The 

processing of task is means that all of its sub tasks get 

processed. The type of assignment of tasks to the processor 

is static. Also insure the processing of the all tasks as tasks 

are more than the numbers of processors in DE. In this paper 

performance is measured in term of processing reliability of  

the task that have to be get processed on the processors of 

the DE and it have to be optimally processed i.e., reliability 

to be maximized. 

IV. TECHNIQUE 

We have demonstrated here the problem where a set P = {p1, 

p2, p3,………pn} of  ‘n’ homogenous processors and a set T 

= {t1, t2, t3,………tm} of ‘m’ tasks, where m>n to evaluate 

the overall optimal processing reliability of a distributed 

environment. First tasks would be arranged in descending 

order of their processing reliability. After arranging task in 

descending order, would assign single task to each 

processors from the task queue. In next step for each 

allocation we search again the processor with maximum 

processing reliability and next task module will assign to that 

processor, we will repeat these steps until all the task module 

will assign to the processors in DE. 

V. ALGORITHM 

Step 1: Start Algorithm 

Step 2:  Read the number of task in m 

Step 3: Read the number of processors in n 

Step 4: Store the task and Processing Reliability 

into PRM (,) m x 2 of order 

Step 5:  For i = 1 to m 

Step 6: Read the Processing Reliability of 

task Ti in PRM (,) 

Step 7:   i = i + 1 

Step 8:  End For 

Step 9: Arrange the PRM (,) in descending order 

of their Processing reliability and store   

them in APRM (,) of order m x 2. 

Step 10:  For i = 1 to n 

Step 11: Allocate task Ti (from APRM(,)) 

to Pi 

Step 12:  i = i + 1 

Step 13:  End For 

Step 14:   While all task!=ALLOCATED 

Step 15:  For task tj : 

Step 16: Search for the maximum 

processing reliability by 

multiplying the processing 

reliability tj and allocate the task 

to the relevant processor. 

Step 17:  End While 

Step 18: Multiply all the processing reliability 

processor wise 

Step 19: State the result. 

Step 20:  End Algorithm 

VI. IMPLEMENTATION 

In the present research paper, we have taken Distributed 

Environment which consist a set P of 4 processors {p1, p2, p3, 

p4}, and a set T of 7 tasks {t1, t2, t3, t4, t5, t6, t7}. It is shown 

by the Table 1. The processing reliability of each task are 

known and mentioned in the processing reliability matrix 

namely PRM () of order 7 x 2. 

Table 1: Processing Reliability Matrix 

 

PRM[,] = 

Task Reliability 

t1 0.999856 

t2 0.999632 

t3 0.999631 

t4 0.999521 

t5 0.999235 

t6 0.999631 

t7 0.999863 

To achieve the objective of maximize the processing 

reliability first arrange task in descending order in regards 

processing reliability. After the processing reliability of each 

task in descending order in PRM (,) we get arranged 

processor reliability matrix namely APRM (,) of order 7 x 2 

as mentioned in Table 2. 

Table 2: Arranged Processing Reliability Matrix 

 
Task Reliability 

t7 0.999863 

t6 0.999631 
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t5 0.999235 

t4 0.999521 

t3 0.999631 

t2 0.999632 

t1 0.999856 

Since there are four processors in the environment so 

initially that will make us enable to allocate first four tasks 

(i.e. t7, t6, t5, t4) to the available processors. First allocation 

table will be as follows in Table 3: 
Table 3: Allocation Table 1 

 
Processor Tasks Reliability 

p1 t7 0.999863 

p2 t6 0.999631 

p3 t5 0.999235 

p4 t4 0.999521 

After the first allocation step will consider the next one task 

(i. e. t3) from APRM (,), and we will search the processor 

with maximum reliability by multiplying the reliability of 

task t3 with the each processor in the DE. Here processor p1 

has found with the maximum reliability after multiplying the 

processing reliability of task t3. So the task t3 would be 

allocated to processor p1. So the assignments are as 

mentioned in Table 4: 
Table 4 : Allocation Table 2 

Processor Tasks Reliability 

p1 t7 * t3 0.999494 

p2 t6 0.999631 

p3 t5 0.999235 

p4 t4 0.999521 

 

There will be repetition of step until all tasks get completed. 

So the final assignment along with the processing is given in 

the Table 5.  
Table 5: Allocation Table 3 

Processor Tasks Reliability 

p1 t7 * t3 0.999494 

p2 t6* t2 0.999263 

p3 t5 0.999235 

p4 t4* t1 0.999377 

Total Reliability 0.997371 

VII. CONCLUSION 

In this research paper we have taken the scenario, in which 

the number of the tasks is more than the number of 

processors in a Distributed Environment. The model 

mentioned in this paper is based on the consideration of 

processing reliability of the tasks to various processors. The 

method is presented in pseudo code and implemented on the 

several sets of input data to test the performance and 

effectiveness of the pseudo code. It is the common 

requirement for any assignment problem that the task have to 

be processed with maximum reliability. Here, performance is 

measured in terms of processing reliability of the tasks that 

has been processed by the processor of the environment and 

also it is found that all the tasks have been processed 

optimally. The time complexity of above mentioned 

algorithm is O(m+n). The optimal result of the example that 

is considered to test the allocation scheme and it is 

mentioned in the implementation section of the paper are 

mentioned in Table 6.  

 

 

Table 6: Final Allocation Table 

Processor Tasks Reliability 

p1 t7 * t3 

0.997371 
p2 t6* t2 

p3 t5 

p4 t4* t1 

Fig. 2 shows the final allocation in DE. That would process 

the allocated task in optimal way in order to get maximum 

processing reliability in DE.  

 
Fig. 2: Task Allocated in Distributed Environment 

The graphical representation is also mentioned in Fig 3: 

 

Fig. 2: Graphical Representation of Reliability in Distributed Environment 
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