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Abstract— This paper manages the issue of Multiprocessor scheduling Problem is one of the most challenging problems in 

distributed computing system. Many researchers solved the multiprocessor scheduling problem as static. But in this paper uses 

the dynamic multiprocessor scheduling problem which is an advanced area.  Dynamic allocation strategies can be connected to 

huge arrangements of genuine applications that can be planned in a way that takes into account deterministic execution. In the 

first place, here defines the Dynamic Multiprocessor scheduling, which is an optimization problem, after that it optimizes the 

execution time of various tasks assigned to the processors with a Krill Herd Algorithm (KHA). In recent times, a robust meta-

heuristic optimization algorithm, known as Krill Herd, which is used for global optimization to enhance the execution of the 

multiprocessor scheduling problem but other traditional algorithms stuck in local optimization. In this paper with the end goal 

of comparison, contemporary methodologies utilizing Genetic Algorithm (GA), Bacteria Foraging Optimization (BFO) and 

Genetic based Bacteria Foraging (GBF) found in the literature. Here, it demonstrates the better performance of Krill Herd 

Algorithm with the above mentioned methods by simulation process. 

 

Keywords— Multiprocessor scheduling, Optimization problem, Krill Herd Algorithm (KHA) 

I. INTRODUCTION  

The Multiprocessor scheduling problem is an NP-hard 

problem [1,2,3,4]. In this paper, we exhibit another task 

assignment algorithm that is based on the Krill Herd 

Algorithm (KHA). The Multiprocessor scheduling problem 

can also be called as task scheduling algorithm. It is 

categorized into two problems: Static and Dynamic. Here we 

have considered the dynamic multiprocessor scheduling 

problem. The static multiprocessor scheduling knows the 

information about the execution time at compile time 

whereas in dynamic multiprocessor scheduling knows all the 

information at runtime only. Some conventional algorithms 

from literature optimize makespan and some optimizes flow 

time, whereas this paper optimizes total execution time. 

Compared with the traditional methods of multiprocessor 

scheduling, another method with an optimized algorithm 

based on KHA is proposed in this paper. This paper 

discovers the impacts of processor limit and task set on 

execution time of computation through simulation. A 

simulations result shows the minimum execution time using 

KHA. 

The rest of the paper is sorted out as takes after, Section I 

contains the introduction to multiprocessor scheduling, the 

related work and background of problem statement illustrates 

in Section II. The working of KHA i.e. methodology is 

described in Section III, Section IV depicts the results and 

discussion i.e. simulation and the conclusion, future work is 

managed in Section V. 

II. RELATED WORK   

A. Related work 

In traditional methods utilized as a part of optimization are 

deterministic, fast, and provide accurate results yet regularly 

have a tendency to get fixed on local optima [5]. The first 

evolutionary-based method was the genetic algorithms (GAs) 

[6]. GAs was created taking into account the ‘survival of the 

fittest’ which is a Darwinian principle and the natural process 

of evolution through reproduction. In light of its showed 

capacity to get near-optimum solutions from large problems, 

the technique of Genetic Algorithms has been utilized as a 

part of numerous applications in science and engineering 

[7,8]. In spite of their advantages, Genetic Algorithms may 

oblige time-consuming process for a near optimum value for 

developing. Additionally, all issues cannot give themselves 

good to a result with Genetic Algorithms [9]. However, Krill 

herd algorithm is utilized to diminish processing time and 

enhance the value of results, especially to abstain from being 

caught in local optima. After GA, many other nature-inspired 

meta-heuristic algorithms have appeared, for example, 

differential evolution (DE) [10,11,12], particle swarm 
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optimization (PSO) [13,14,15], genetic programming (GP) 

[16,17], biogeography-based optimization (BBO) [18,19], 

bat algorithm (BA) [20,21], cuckoo search (CS) algorithm 

[22,23,24], firefly algorithm (FA) [25,26,27,28], and all the 

more as of late, in nature the krill herd (KH) algorithm [29] 

is in view of simulating the grouping or herding activities of 

krill individuals. 

The ACOSS (Ant colony optimization (ACO) - scatter search 

(SS) algorithm), is a local search approach utilized to get the 

improved result for resource- constrained multiprocessor 

scheduling problem [1,30]. However, no SS algorithm is 

utilized to get the improved solution of the multiprocessor 

scheduling problem in the proposed algorithm.  

In PSO an individual called as particle. It is based on special 

management of memory to optimize the objective function 

by iteratively enhancing a swarm of solution vectors. Every 

particle is adjusted by alluding to the memory of individual 

and best data of swarm’s [31]. However, our proposed 

algorithm KHA optimizes the execution time of the task 

assignment problem instead of the management of memory 

in PSO. 

 

B. Problem statement 

This paper deliberates the allocation of task to the different 

processor with the accompanying situation. The framework 

comprises of an arrangement of tasks (B) and different 

processors (A) having distinctive memory and resources 

performed on diverse processor experiences distinctive 

execution time [1]. The communication links are thought to 

be indistinguishable, but communication cost among two 

tasks will be experienced when executed on diverse 

processors. A task will make utilization of the resources from 

its execution processor. The goal is to get the minimum total 

execution time came across by assigning of tasks. This area 

talks about the proposed dynamic multiprocessor scheduling 

using KHA. Table 1 demonstrates a descriptive example 

contains five tasks and four processors [1]. Each row and 

column represents the processors and the tasks respectively. 

From table the pair [A2, B4] =1 suggests that task B4 is 

allotted to processor A2 that is 1 and [A4, B3] =0 suggests 

that the task B3 is not allotted to processor A4 that is 0. 

The Krill Herd Algorithm is utilized for the dynamic 

multiprocessor scheduling is as per the following:  

 The proposed method begins with an initial population 

called as Krills.  

 The Krills are created in light of the specified population 

size, the number of processors and number of tasks 

utilized. 

 

 

Table 1. A krill representation of task assignment 

 B1 B2 B3 B4 B5 

A1 1 1 0 1 0 

A2 0 0 0 1 1 

A 3 0 0 0 0 1 

A 4 1 0 0 1 1 

 

 At first Krills are generated randomly and the good Krill 

is figured which chooses the goodness of the schedule.  

 For each krill individual, the fitness function is 

characterized as its separations from food and highest 

density of the swarm [29].  

 The time-dependent location of an individual krill can be 

find out by using below mentioned key activities [29]: 

(i) Movement affected by other krill individuals,  

(ii) Foraging motion 

(iii) Random physical diffusion.  

 The best individual is chosen as a best Krill.  

 The herding of the krill individuals is a multi-objective 

process but  here we have used a single objective 

function including two main goals [29]:  

i. Increasing krill density 

ii. Reaching food.  

 The increasing density is the Density-dependent 

attraction of krill and the high food concentration area is 

finding food. Finally these are utilized as goals which 

lead to the krill to group all over the place of global 

minima.  

 In this procedure, if a krill individual searches for 

highest density and food then the krill shifts to the best 

solution. i.e. the value of objective function will be less 

when nearer the separation of krill individuals to the 

high density and food. 

  The above process is rehashed for the maximum 

number of iterations indicated and after that a best 

solution is acquired.  

 When another task appears, it is differentiated and the 

tasks that are in the waiting queue and another schedule 

is obtained. 

  Accordingly the grouping continues changing with time 

taking into account the entry of new tasks. 
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The objective function computes the total execution and the 

fitness function computes the average of the total execution 

time of the set of tasks allocated to the processors. 

)(_ Aifunfit is a fitness function of Ai processor. It 

calculates the value of the assigning of task by using (1) 

[1,32]. 

 

)max()1()(_ nutilizatiomakespanfunfit Ai     (1) 

 

The average utilization is computed found on the particular 

execution of the processor. The utilization of the individual 

processor is given by (2) [1,32], 

 

makespantimeFinishnutilizatio AA ii )(_)(        (2) 

 

The average processor utilization is evaluated by dividing the 

sum of all processors utilization with the total no. of 

processors i.e. n . At the point when the average processor 

utilization is optimized, then avoid the processors being 

unused for long time. The funObjective  can be found out 

using (3). It computes the average of the total execution time 

of the tasks assigned to the processors [1,32]. 





















n

funfit
funObjective

n

i
iA

1

)(_
min                    (3) 

The objective is the minimization of funObjective  

mentioned in (3). The value clearly indicates the optimum 

schedule along with the balance in the processor utilization. 

III. METHODOLOGY OF MULTIPROCESSOR 

SCHEDULING USING KHA  

KHA considered as a new meta-heuristic swarm intelligence 

optimization technique to deal with optimization problems 

[29]. It is established on the model of the grouping of the 

krill swarms because of particular biological and 

environmental energized technique. The main systems 

described are spoken about to the [29]: 

 feeding capability 

 improved reproduction, 

 safety from predators  

 Environmental situations 

The preeminent species of sea animal is Antarctic krill [29] 

and [33]. When predators for example penguins, seabirds or 

seals attack krill, predators eliminate krill individually which 

consequences in decreasing the krill density while increasing 

density and discovering territories of high food absorptions 

are utilized as objectives which lastly direct the krill to group 

over the global minima. In the same way as other different 

methods, KHA has begun with creating random krill 

individuals from the search space and after that calculating 

them. In Genetic Algorithm and PSO algorithms the arrays 

known as “Chromosome” and “Particle Position” 

respectively forms the individuals holding values of 

parameters [34] whereas in KHA, each array is called “Krill 

Individual”, with dimension NN VarPop . In other 

words N Pop numbers form the Krill matrix for a 

NVar dimensional optimization problem which can be 

created by using (4) as: 
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                   (4) 

Where, N Pop is no. of Krill individuals and NVar  is the no. 

of variables.  

The position of krill in two-dimensional surface changes with 

each iteration.  This process considered with three major 

events as follows:  

1. Movement influenced by other krill individuals,  

2. Foraging motion 

3.  Random physical diffusion. 

In KHA, the searching space can be find out using the above 

three operations. Let M i  denotes the movement affected by 

other krill individuals, FM i  denotes foraging motion 

and PDi denotes physical diffusion of the i
th  krill. The 

Lagrangian model is used for searching spaces of arbitrary 

dimensionality to an n-dimensional decision space as shown 

in (5). 

        PDiFM iM i
dt

Y id
                               (5) 

A. Movement affected by other krill individuals 

The movement of krill individual can be found using (6): 

         MMM
old
ini

new
i   max                             (6) 

Where,  

M
max is the maximum induced speed, 
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n  is the inertia weight of the motion induced in  1 ,0 , 

M
old
i  is the last motion induced, and 

 i  is the direction of motion induced 

In this process, the direction of movement affected or motion 

induced ( i ) is roughly computed using the target effect, 

local effect, and a repulsive effect as shown in (7). 

                 ett
i

local
ii

arg                        (7) 

Where,  local
i  and  ett

i
arg  are local and target effect given by 

the nearby krill and the best krill individual respectively. 

The mutual forces between individuals can be assumed by 

the result of the nearby krill in a krill movement individual 

which can also be called as an attractive/repulsive tendency 

determined as follows: 

          YF ji

NN

j
ji

local
i ˆˆ

,
1

,


                     (8) 

           
FF

FF
F

bestworst

ji

ji



ˆ

,                  (9) 

                





YY

YY
Y

ij

ij

ji
ˆ

,                      (10) 

Where, 

F
best  and F

worst  are the best and worst fitness values of 

krill individuals respectively, 

F i is the fitness value of the i
th krill individual , 

F j is the fitness value of j
th

neighbor individual 

for NNj  , ... ,2 ,1 ,  

Y is the related positions, 

NN is the number of krill neighbors and  

  is a small positive number for avoiding the singularities 

i.e. to avoid zero coming about within the (10), in 

denominator. 

Distinctive procedures can be utilized for picking the 

neighbor. For illustration, a neighborhood ratio as it may be 

characterized to get the no. of the nearby krill. By different 

heuristic methods a sensing distance  Sd  found out over a 

krill and the nearby krill ought to be found using the actual 

behavior of the krill individuals as shown in Figure (1).  

Let S id ,  is a sensing distance of the i
th  krill and K  is the 

no. of krill individuals. Finally, the neighbours of the krill are 

those krill individuals that are in range, i.e. in the area of a 

circle centred at the position of the i
th  krill, and which has a 

radius for each iteration is equal to: 





K

j
jiid YYS

K 1
,

5

1
        (11) 

 

 

 

 

 

 

 

 

 

 

Figure 1. Diagram of the sensing distance over a krill 

In the event that the separation of two krill individuals is 

below S id ,  then they are supposed to become neighbors. The 

factor 5 in the denominator is exactly acquired [34].  

The movement of krill is also dependent on the best 

individual location which leads to the global optima. The 

identified target vector of every krill individual is the 

lowermost fitness of a krill individual. Let C
best  and  ett

i
arg  

is the effective coefficient and the effect of the individual 

krill respectively with the best fitness on the i
th  krill. 

Calculate ett
i
arg  by (12): 

YFC bestibesti
bestett

i ˆˆ
,,

arg         (12) 

C
best  is the ratio of the individual impact with the best 

fitness function value for the i
th krill can be found out by 

using (13) [35]: 











I
C

I
best

max

2          (13) 
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Where,  

      is a random number coming from the interval  1 ,0 , 

     I denotes the number of the current iteration, and  

    I max  indicates a maximum number of iterations. 

B. Foraging Motion: 

It is evaluated with the two fundamental components. They 

are: food location and the prior knowledge on the food 

location. For each i
th  krill the foraging motion could be 

nearly created using (14) and (15): 

FMVFM
old
ififi               (14)

  best
i

food
ii                                   (15) 

Where, 

V f is the foraging speed i.e. it describes the speed of 

searching for food, and has been selected empirically. Its 

recommended value is 0.02.  

 f denotes the inertia weight in range  1 ,1 .  

FM
old
i  is the foraging  motion,  

 food
i denotes food attraction  

 best
i  represents effect of the best fitness of  i

th  krill. 

The food attraction 
food
i  is characterized to potentially 

draw the krill swarm to the global optima [29]. In general 

after some iteration the krills group over the global optima. 

The globality of the KH algorithm can be enhanced by 

considering it as a proficient global optimization method. 

Food attraction for each i
th krill is calculated using (16): 

                YFC foodifoodi
foodfood

i
ˆˆ

,,                (16) 

Where, C
food  represents a food coefficient which can be 

used to decreases the effect of food in the krill grouping 

throughout the time.   

Equation (17) uses the variable J is same as I. On each 

j
th

krill the influence of the impact of food location is 

determined by using (17) [29]: 

         









J
C

J
food

max

12                           (17) 

The location of food is the quantity that for KHA is defined 

on the basis of the distribution of the fitness function. The 

food effect is characterized as far as its location [29]. Initially 

we find the center of food and afterward try to formulate 

food attraction. In KHA, the effective center of food 

absorption is nearly computed by fitness distribution of 

krills, based on ‘‘center of mass’’ concept. For each iteration, 

the center of food is determined using (18): 














K

i
i

K

i
ii

food

F

YF

Y

1

1

1

1

        (18) 

The effect of best fitness of the i
th krill individual 

best
i  is 

hold by including best individual and its position can be 

determined as [29]: 

                  YF bestibesti
best
i

ˆˆ
,,                 (19) 

Where, F besti
ˆ

, is the best formerly visited location of the i
th  

krill. 

C. Physical Diffusion: 

It is a random process and the vector is defined using the 

maximum diffusion speed and the directional vector. Let 

PD
max  denotes maximum diffusion speed and   denotes 

random directional vector whose value coming from the 

interval  1 ,1 . The physical diffusion PDi  can be found by 

using (20) as follows: 

                      PDPDi
max                  (20) 

The less random the motion then betters the position of the 

krill. The outcomes of the foraging motion and the 

movement affected by other krill individuals slowly reduce 

by raising the iterations. Therefore, one more expression is 

included in (20) which reduces the random speed linearly 

with respect to time and makes on the base of a geometrical 

annealing schedule [29]: 

       









I
PDPD

I
i

max

max 1                              (21) 

From the above mentioned motions, location of each krill 

becomes nearer to the global fitness. The movement affected 
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by other krills and foraging motion contain two global and 

two local policies and the parallel work of these policies 

makes KHA powerful [34]. It has an attractive effect when 

the correlated fitness value of each of the effective factors 

( FFFF j foodibesti
best ˆˆ, ,, ,, ) is better (less) than the fitness of 

the i
th  krill; else, it has a repulsive effect [29]. In other 

words a better fitness is more useful on the movement of i
th  

krill.  

This process makes a random search in KHA. Thus the 

location vector of a krill in the gap from t  to tt  can be 

found as: 

            
dt

d
tttt

Y
YY

i
ii                    (22) 

Where t  denotes scaling factor for the speed of the search 

of the solution or search space, and is defined as: 

               



K

l
t LBUBC llt

1

                 (23) 

Where LBl and UBl are lower bound and upper bounds of 

the l
th  variables ( Kl  , ... ,2 ,1 ), respectively. Search 

space is the absolute value of LBUB ll   . The value of Ct  

is in the interval  2 ,0 .  

D. Genetic operators 

The final stage of the main iteration in KHA is the use of 

genetic operators [35] such as crossover operator and 

mutation operator. 

1) Crossover operator: It is initially utilized as a part of 

Genetic algorithm as a real technique for global 

optimization which uses an adaptive vectorized 

crossover method [29]. This operator performs the 

operation with crossover probability ( Cr ). There are 

two ways the operator carried out:  

 Binomial 

 Exponential  

In case of binomial method the crossover performs on each 

of the variables. The l
th  component of Y i is Y li, , is 

manipulated by generating random numbers in the range [0, 

1] : 

                   
    

          
,

,

,

,
othewise

Crli

li

lr

li

Y

Y
Y










                  (24) 

              F bestiCr ˆ
,2.0                                         (25) 

Where,   a random number from the interval is 

 1 ,0 generated according to the uniform distribution and 

},...,1,1,...,2,1{ Kiir  denotes a random index. 

Utilizing the new crossover probability, the global best value 

of crossover probability is 0. The crossover probability is 

increments when the fitness value is decreases. In this 

approach the crossover operator is acting on a single 

individual.  

2) Mutation Operator: The essential part of evolutionary 

algorithm is the Mutation process. It is contained by a 

mutation probability ( Mu ). It modifies the 

m
th coordinate of the i

th

 krill in accordance with the 

formula [29]: 

     

    
    

    
   

)(

,

,,,
, Mufor

Mufor

Y

YYY
Y

mi

mqmpmgbest
mi 





 






   (26)                 

    F bestiMu ˆ
,05.0                          (27) 

Where, },...,1,1,...,2,1{, Kiiqp  and   is a 

random no. from the interval is  1 ,0 . 

E. Algorithm for KHA 

Generally the KHA can be performed by the following steps: 

Step 1: Initialize the parameters i.e. N Pop , M
max , n ,  , 

I max , V f ,  f , PD
max , Ct  

Step 2: Create an initial population randomly in the solution 

or search space. 

Step 3: For each krill estimate the fitness function in line 

with its position.  

Step 4: For each iteration continue the procedure,  

for t=1 to N Pop do 

     for i = 1 to K do 

           Generate Solution ))(( tY i  

           Evaluate and update best solutions 

     end for 

     Save best individual 

     Sort population of krills 
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     for i = 1 to K do 

Perform motion calculation and genetic   operators: 

M i    Motion induced or Movement affected by other 

individuals 

FM i  Foraging Motion 

PDi   Random Physical diffusion 

Crossover 

               Mutation 

               Update the position of krill  

               Update Solution ))(( tY i  

               Evaluate and update best solutions 

      end for 

        Save best individual )(tY i  

        Stop condition   Check stop condition () 

        t   t + 1 

Repeat and go to step 4 until stop condition = false 

return best individual )(tY i  

End 

IV. RESULTS AND DISCUSSION 

So as to assess the execution of the proposed technique 

utilizing KHA, we have replicated the execution of GA, 

BFO, GBF based procedures with the end goal of correlation. 

In this paper, we have taken the criteria as minimizing the 

execution time with the simulation process by utilizing 

MATLAB.  

For simulations the parameters set at: 20g , 

100N Pop , 01.0max M , 9.0n , 1.0 , 

N PopI max , 02.0V f , 9.0 f , 005.0max PD , 

5.0Ct .Where, g  symbolizes the no. of Krill and set to 

value 20. Randomly picked no. of krill and assigned in an 

array ''c , with 4 distinct processors and 5 distinct tasks. If a 

task is allotted to processor, the value will be ‘1’; else, the 

value is 0. The total no. of tasks allotted to processor is 

generated using ‘c’ which is the no. of krill i.e. ‘K’. Here 

K=8 i.e. K is the number of krill individuals. 

The no. of population is chosen like ‘100’. KHA allowed 

repeating the procedure for 100 times in simulation to find 

the best fitness value in each iteration. Here, best means the 

smallest value of Y i taking into account the fact that a 

minimum of a function is to be located. For every cycle, the 

KHA has the capacity to get the global minima in every case 

with high level of exactness. The performance of KHA 

algorithm after each 25
th

 iteration can be shown in Figure (2).  

 

 
Figure 2. Performance of Krill Movements after each 25th iteration. 

 

In this case the minimum execution time is 0.2553 which is 

found out by using KHA. The allocation of individual krills 

for 100 iterations is shown in Figure (3).  
 

 
Figure 3. Allocation of Krills for 100 iterations using KHA 

 

Figure (4) to (11) shows the execution time of individual krill 

movements for 100 iterations using KHA as shown in below 

diagrams. 
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Figure 4. Performance of Krill 1 for 100 iterations 

 

 
Figure 5. Performance of Krill 2 for 100 iterations 

 
Figure 6. Performance of Krill 3 for 100 iterations 

 
Figure 7. Performance of Krill 4 for 100 iterations 

 
Figure 8. Performance of Krill 5 for 100 iterations 

 
Figure 9: Performance of Krill 6 for 100 iterations 

 



   International Journal of Computer Sciences and Engineering                                      Vol.6(6), Jun 2018, E-ISSN: 2347-2693 

  © 2018, IJCSE All Rights Reserved                                                                                                                                        15 

 
Figure 10: Performance of Krill 7 for 100 iterations 

 
Figure 11: Performance of Krill 8 for 100 iterations 

 

Table 2 shows the creation of data for 100 iteration outcome 

from GA, BFO, GBF and KHA. The bold values of Table 2 

represents the minimum value of respective methodology. 

 
Table 2. Performance of GA, BFO, GBF and KHA with execution time and 

No. of iteration as variables 

Iteration 

No. 

GA BFO GBF KHA 

10 59.0000 2.3879 1.0002 0.7040 

20 41.0000 2.2417 1.0003 0.2553 

30 24.0000 2.2873 1.0003 0.4885 

40 7.0000 2.0342 1.0002 0.2553 

50 7.0000 1.9173 1.0003 0.2553 

60 7.0000 2.1818 1.0003 0.3824 

70 4.9615 1.7331 1.0003 0.3824 

80 4.9615 1.7702 1.0002 0.2566 

90 7.0000 1.8326 1.0003 0.4885 

100 7.0000 1.9398 1.0002 0.6945 
 

The division of objective function for 100 iterations of GA, 

BFO, GBF and KHA is shown in Figure (12), which results 

that KHA will produce the better performance as compared 

with the other mentioned techniques. In other words, from 

the outcomes, we study that the proposed KHA 

accomplished fundamentally better performance on all values 

over the GA, BFO, GBF. 

 

 
Figure 12: Performance of GA, BFO, GBF, KHA for 100 

iterations 

 

 

V. CONCLUSION AND FUTURE SCOPE  

In this paper proposed a KHA is utilized for allocating a task 

to a processor in the multiprocessor scheduling problem. As 

obvious from the graphical and experimental results, the 

proposed KHA performed exceptionally well. In future, our 

work will be extended by performing with new advanced 

methods. 
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