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Abstract— Medical documents are rich in information and such information can be useful in building many health 

applications. Since information in medical documents is often unstructured and in nonstandard natural language so it is 

difficult to collect and present this information in a structured way.  Structured information can be present as named-

entity in the text, relationship between clinical entities, summary of the text, etc. To get the specific information from 

the text, many rule based and machine learning techniques are widely used. In this paper, we present several existing 

techniques for relation classification from unstructured medical text.  We focus on rule based approaches, feature based 

relation classification approaches and convolutional neural network based approach in context of relation classification 

from unstructured text.  We will also discuss semi supervised approaches for the cases where tagged data set is not 

much available to train the classifier.  
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I.  INTRODUCTION  

Information extraction is the process of mining useful 

information from raw data using machine learning and 

natural language processing approaches. Information 

extraction includes extraction of named entities, relationship 

between named entities, collecting temporal information 

from text, and many such insights of data. In this process of 

information extraction, several challenges occur when 

applied to different domain and data sources. For example, 

information extraction from Facebook post, social media 

tweets and comments is challenging due to non-standard use 

of language. Named entities includes names of persons, 

organizations, locations, expressions of times, quantities, 

monetary values, percentages, etc [1]. In medical text, named 

entities represent medical terms e.g. medicine, treatment. 

Relation classification is a process to find whether a pair of 

medical entities are related or not  [2]. A relation is defined 

in the form of a tuplet = (e1, e2, ..., en) where the ei are entities 

in a predefined relation r within text document D. Most 

relation classification systems focus on extracting binary 

relations. Examples of binary relations include treats (crocin, 

fever). In this paper we will discuss about existing techniques 

which are useful in relation classification between named 

entity present in the raw medical text.   

In this paper, we begin with rule based approaches which 

performs relation classification based on hand build patterns 

in section II. Section III contain the related work of 

supervised approaches which formulate the relation 

extraction task as a binary classification problem. Further, we 

discuss feature based, convolution neural network based 

approaches, semi supervised machine learning methods and 

kernel based methods of supervised relation classification. 

The major advantage of kernel methods is they offer efficient 

solutions that allow us to explore a large (often exponential, 

or in some cases, infinite) feature space in polynomial 

computational time, without the need to explicitly represent 

the features. More recently, semi-supervised and 

bootstrapping approaches have gained special attention. 

Section IV contain various measures to evaluate result on the 

classification approaches and data set available for relation 

classification. And in the last section V, we compare various 

approaches and their impact on relation classification task.   

II. RULE BASED APPROACHES  

In rule based approach, hand build patterns are identified by 

domain experts. These hand build patterns are designed to 

identify the relationship between named entities present in 

the text. This whole task is executed by analyzing set of 

sample examples and draw a possible set of rules which obey 

it. for example,  
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Agar is a substance prepared from a mixture of red algae, 

such as Gelidium, for laboratory or industrial use. 

A human can predict there is a hyponym relation between 

red algae and Gelidium after a reading of the text. This is 

possible by observing the connecting words „such as‟ 

between these two words. For identifying relation such as 

hyponyms this approach can be used.  Many such rule based 

system exist in medical domain to capture relations between 

medical entities [3]. SemRep is one of them. It uses many 

such patterns for relation identification task [4]. For example,  

X TREATS Y & Z OCCOURS_IN Y → X TREATS Y 

This indicates, if in a sentence X is a medicine and it treats a 

problem Z. And Z is also occurring in some problem Y, then 

X can treat problem Y. 

III. SUPERVISED MACHINE LEARNING APPROACHES 

The supervised machine learning algorithms learn from the 

pre-tagged corpus with the help of a set of features. These 

features are carefully designed by domain experts. The idea 

behind the supervised learning is to model the relation 

classification task as a binary or multiclass classification 

problem. In this model a classifier is trained with different 

techniques for relation classification on pre-tagged data. A 

binary classification problem can be described with the 

example: Given a sentence S = w1, w2, e1, w3,  ... e2, …, wn. 

Where e1 and e2 are medical entities present in the sentence S.  

A binary classifier predicts weather a relation R exist 

between e1 and e2 or not based on the features extracted from 

the sentence S. The examples for which relation exists are 

tagged as true instances and if relation does not exist then 

tagged as a false instance.  

Classifiers like Support Vector Machines (SVMs) or any 

other classifier are used to classify relations [5]. These 

classifiers are trained using a feature set collected after 

textual analysis (like POS tagging, dependency parsing, etc) 

of the tagged sentences from the data. Classifiers can also 

take rich structural representations like parse trees as input 

while training and testing. There exist other methods, for 

which we can design a neural network which may represent 

the words using words vectors and positional features and 

will automatically learn the most important features [1] [6]. 

A. Feature Based Approach 

Feature based approach depends on classification models for 

specifying the category of relation exist between entities. 

Classifier classifies the relation between entities based on 

relevant features vector which are extracted from text. 

Kambhatla has shown that contextual features can be used to 

identify semantic relations between two medical entities in a 

specific sentence and represents features as a feature vector 

[7]. Features for relation identification can be in a different 

domain such as lexical, syntactic, dependency related or 

word embedding properties [8].  

 Lexical Features includes lexical and context-based 

features, for example, words between medical 

entities, words nearby each medical entity in the 

sentence. These features play a main role in 

relation classification. Other such features include 

bag of word approach. Consider the following 

sentence 

she continues to have fever which is very well 

controlled with crocin. 

In this example, first entity is fever and second 

entity is crocin. There is a relation between both as 

crocin treats fever. To capture this relation, lexical 

feature for the sentence can be number of words 

between medical entities (5), words between 

entities (which is very well controlled with), word 

before first entity (have) and word after second 

entity (empty). Figure (1) shows the basic 

architecture of the feature based approach. 

 

Figure 1.  A Feature based relation classification model. 

 Syntax tree Features includes syntax level 

information about mentioned pair of entities. For 

example, such feature can be part of speech tags 

and chunk head of the candidate entities. In our 

sentence, part speech tags for first entity and 

second entity are considered as features in feature 

vector. Chunk head in our example will be another 

feature which is NP for fever. 

 Dependency tree has more information about the 

relation between the medical entities mentioned in 

the sentence. Dependency tree presents the 

grammatical relationship between the words in the 

sentence. For example, dependency tree for our 

sentence is shown in (2). 
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Figure 2.  An example of dependency tree. 

Features from dependency tree can be words in 

shortest path between entities, shortest path labels 

and shortest path length. In our example, feature 

value for shortest path between entities is 

controlled, shortest path labels are “rcmod 

prep_with” and shortest path length is 1. 

 Entity features includes entity level information 

which have a huge impact in relation classification 

task.  These features captures other medical 

between mention pair of entities and number of 

such other medical entities.  

 Word embedding features includes distance 

between word embedding of the entities and 

cosine similarity between medical entities. These 

features can be easily obtained by already 

available word embedding.   

B. Convolutional Neural Network Based Approach 

Feature based approaches are widely used in relation 

classification but feature engineering is a very complicated 

task. It‟s not easy to find useful features for relation 

classification task and it is very much depending on the 

domain. But in convolutional neural network methods, 

system learns important features from the text based on the 

positive and negative tagged data set. These systems also 

minimize the dependence on external modules and resources 

[9]. 

The input to a convolutional neural network (CNN) will be 

words represented by word embedding and positional 

features based on the relative distance from the mentioned 

entities. The layers in CNN gives a correlation between 

features in the initial layers and learns long distance features 

in the subsequent layers. As shown in (3), each CNN layer 

performs a convolution operation, which takes care of the 

local convolution of input, and a max pooling layer, which 

cuts the input dimension without losing the dominant 

features and one nonlinear layer at the end. The nonlinear 

layer transforms input into a linearly separable space. 

Convolutional network shows promising results in the 

relation classification task [9]. 

.  

Figure 3.   A Convolutional Neural Network architecture.  

C. Semi Supervised approaches 

In supervised methods, a lot of tagged data is required for 

training the classifier. If we don‟t have enough tagged data to 

train the classifier for relation classification then, a good 

result is not expected. The alternative approach to overcome 

this problem is bootstrapping technique. In this method, we 

have some seed instances, which is manually tagged data 

used for the first phase of training called the seed instances. 

We train the classifier with seed instances and test the 

classifier on remaining data, by this we get more train 

examples by adding the test results to the training set [10]. 

Thus, the training set grows up to a sufficient amount. This 

approach is called as a semi-supervised model. 

D. Kernel Methods 

The kernels used for relation-extraction (or relation-detection) 

are based on string-kernels described in Text classification 

using string kernels [11]. String kernels have been discussed 

in the context of text classification. However, an 

understanding of the workings of string-kernels is essential 

for interpreting the kernels used for relation classification. 

Given two strings a and b, the string-kernel computes their 

similarity based on the number of sub-sequences that are 

common to both of them. More the number of sub-sequences 

common, greater the similarity between the two strings. Each 

string can be mapped to a higher dimensional space where 

each dimension corresponds to the presence (weighted) or 

absence (0) of a particular sub-sequence. For example, a 

string a= cat can be expressed in a higher dimensional space 

of sub-sequences as follows: 

)]()..()..()..()..()..()..([)( xxxxxxxcata catacaattca    

                           = [ λ.. λ .. λ .. λ2 .. λ2 .. λ 2 .. λ 3 .. ] 

Where λ ∈  (0, 1] is a decay factor such that longer and non-

contiguous sub-sequences are penalized. In fact, Φct(cat) is 

penalized more ( λ
3
 ) than φca (cat) (λ

2
) and φat(cat) (λ

2
) since 

ct occurs non-contiguously in cat.   
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Table 1. Data set available for relation classification evaluation. 

Table (1) shows available data set for Relation classification. 

IV. RESULTS AND DISCUSSION 

We have seen various existing methods for relation 

classification and each one shows different results. To 

calculate accuracy of a method few parametric measures are 

done on the predicted result on the test data set. First 

classifier is trained with train data set and then following 

parameters are computed to evaluate accuracy of the method: 

 True Positive (TP) – number of correctly predicted 

positive instances. That is, number of test cases for 

which classifier predicts true relationship for true 

relationship test cases. 

 True Negative (TN) – number of correctly predicted 

negative instances. That is, number of test cases for 

which classifier predicts negative relationship for 

negative relationship test cases. 

 False Positive (FP) – number of incorrect predicted 

instances as positive. That is, number of test cases for 

which classifier predicts true relationship for negative 

relationship test cases. 

 False Negative (FN) – number of incorrect predicted 

instances as false. That is, number of test cases for 

which classifier predicts false relationship for true 

relationship test cases. 

 Precision – It measures probability of correctly 

identified true test cases out of all predicted true 

instances.  

FPTP

TP
ecision



Pr  

 Recall – It measures probability of probability of 

correctly predicted true test cases out of all actual true 

instances.  

FNTP

TP
call



Re  

 F-measure –  It is the harmonic mean of Precision and 

Recall. Higher the F score shows well balanced 

classification system. 

recallprecision

recallprecision
F




.

.2  

Different relation classification models show different result 

on different data set. Results also various on the nature of 

relationship.  

V. CONCLUSION and Future Scope  

So far, we have seen all the aspects of the entity-relation 

classification problem starting with the algorithms, 

discussing the evaluation criteria finally culminating with a 

discussion of some important applications. Among the 

supervised approaches, dependency path methods stand out 

as the best both in terms of computational complexity and 

performance. Surprisingly the tree kernel has not been 

comparatively evaluated with other kernels which leaves 

room for speculation. It is clear that kernel methods 

outperform feature-based approaches for supervised relation 

extraction. Semi-supervised approaches seem to be well 

suited for open domain relation extraction systems since they 

can easily scale with the database size and can extend to new 

relations easily. Supervised approaches on the other hand can 

do well when the domain is more restricted like the case of 

bio-text mining. The problem of N-ary relation extraction is 

often factored in sets of binary relation-extraction problems 

which can be sub-optimal. It would be interesting to 

investigate approaches that handle higher order relations 

efficiently without factorizing them.  
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