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Abstract-Cloud computing demand is expanding because of which it is essential to redress benefits within the sight of faults 

too. The Resources in cloud computing can be progressively scaled that too in a manner that is cost effective. Adaptation to 

non-critical failure is the way toward discovering faults and failures in a system. Mobile gadgets are portrayed by constrained 

and non-adaptable assets, for example, low handling power, inadequate essential memory and short battery life. Asset 

concentrated applications, for example, increased reality, counterfeit consciousness, simulated vision, protest following, picture 

handling and common dialect preparing are getting to be famous. These applications cannot be executed adequately on asset 

requirement mobile gadgets. Over the most recent couple of years impressive research has been done on Mobile Cloud 

Computing to expand the abilities of mobile gadgets. Different models and structures have been proposed to offload asset 

escalated parts of uses to cloud for productive execution. The system should work appropriately even if there is chance of 

failure happens or hardware failure or programming failure. Failure ought to be overseen viably for dependable Cloud 

Computing. It will likewise guarantee accessibility and robustness. This paper depicts a profile based approach for energy 

efficient mobile cloud computing environment. 
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I. INTRODUCTION 

In cloud computing the assets are gotten remotely here and 

there which makes faults amid that procedure. To amend the 

defective segments adaptation to non-critical failure 

techniques are utilized and adjust them. Because of its 

remote access there are bunches of odds of mistakes so to 

accomplish unwavering quality progressively cloud 

computing. Adaptation to internal failure is accomplished by 

mistake handling having two constituent stages. These 

stages are "viable mistake forms" i.e. prior to the event of 

blunder and "dormant mistake handling" implies mistake 

won't happen once more. [1] 

Service models of cloud computing 

The various service models that cloud providers offered are 

mainly categorized in three categories: [1], [2] 

1. Software as a Service (SaaS) 

[3]This model provides a complete application to 

the user on demand. It can handle multiple users at 

a time but in background only single application of 

the service is executed. The single application 

facilitate the users, they need not to go for any 

advance payment. Various service provider like 

Google, salesforce , Microsoft provides Saas 

facility.  

 

2. Platform as a Service(Paas) 

This model provides environment as a service to 

user for constructing own application that run on 

service provider base. It also provides predefined 

application server combined with OS to user. 

Google’s App Engine, Force.com is providing a 

platform to users. [4] 

 

3. Infrastructure as a Services(IaaS) 

This model provides services to fundamental 

storage and computing capability. In order to 

manage workload the shared resources are utilized 

among various users. To use the services the user 

has install own software over the infrastructure. 

Amazon and GoGrid are some example of IaaS. [5] 

Diverse adaptation to non-critical failure methods and 

systems, we order faults as occur within cloud computing 

field as under 

 Proactive adaptation to internal failure: The 

Proactive adaptation to non-critical failure intends 
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to recognize the issue before it really happens. In 

this instrument, foresee the blame and maintain a 

strategic distance from recuperation from blame, 

blunders and failure. It keeps the parallel running 

applications from getting influenced because of 

failure of influenced single segments. [6] 

 Reactive adaptation to non-critical failure Reactive 

adaptation to non-critical failure system decreases 

the exertion of failures, when failure happens. This 

On-request adaptation to non-critical failure 

strategy makes framework more robust. [7] 

 Adaptive adaptation to internal failure: The 

versatile adaptation to non-critical failure methods 

are done naturally as indicated by the circumstance. 

Adaptive Fault Tolerance (AFT) can guarantee 

unwavering quality even under basic 

circumstances. [8] 

Faults, Areas and Most Common strategies for handling 

faults   

Faults are abnormal states occurring as result of falsifying 

hardware or software state. Faults may not necessarily cause 

deviation from actual results. In case actual result is not 

achieved, failure takes place. Thus, fault and failure correlate 

with each other.  Error results as fault aggravates. The order 

of fault errors and failure is given as under[9]–[11] 

Faults---Errors--Failures 

Failure introduces inability to the system to perform desire 

operation. Cloud is prone to faults so handling and 

preventing faults is critical. Fault tolerance strategies thus 

incorporated within cloud environment. Cloud environments 

are frequently categorized as under 

Mobile Cloud Computing 

Authors discuss issues and challenges present within mobile 

cloud computing. Mobile cloud computing offloading 

strategies commonly employed for transfer of workload 

towards host machine. Faults at any stage could render 

overall operation. Although existing application partitioning 

algorithms allow an adaptive execution of the application 

between the mobile devices and the cloud servers, they still 

do not provide any solution on how to utilize and benefit 

from the elastic resources in the clouds. [12] Further one 

work proposed mobile cloud offloading to empower mobile 

devices with the computational capabilities. Decentralized 

approach followed within offloading process enhances 

storage and fetching operation within mobile cloud 

computing. Failure in offloading is commonly due to node 

failure. Tackling such a failure require higher node 

discovery where nodes discovered has large amount of 

energy associated with them. Nodes discovered in such 

manner tackle the issue of energy dissipation node failure by 

migration of resources to fittest node. It assigns data 

fragments to nodes such that other nodes retrieve data 

reliably with minimal energy consumption. It also allows 

nodes to process distributed data such that the energy 

consumption for processing the data is minimized. [13] 

 Mobile cloud computing used heavily and hence faults 

required to tackled in this critical area of cloud computing. 

LIVE VM MIGRATION 

Live VM migration is optimization strategy in which load 

from current virtual machine is migrated to healthier 

machine without shutting down any machine. Both the 

machine are working during migration hence the name live 

VM migration. Several techniques are available to be used 

under Live VM Migration. These techniques areas discussed 

as under: 

* Pre Copy 

In a Pre copy approach the pages from source machine is 

copied to destination machine iteratively. The iterative 

nature of the pre-copy approach is due to dirty pages. This 

approach is useful in a situation where modification to the 

pages is limited. In case of heavy changes in pages this 

approach considerably slow down the migration process 

hence downtime and migration time is substantially 

increases. [17], [23] 

* Post Copy 

In post copy approach first of all the processing or execution 

is transferred and then the memory. This means that 

execution immediately starts after memory resources are 

transferred to destination machine. Downtime is 

considerable reduced in this case. Migration time depends 

upon length of memory resources along with number of 

CPU required to execute the job. [24], [25] 

* Hybrid Approach 

This approach is optimal among pre and post copy approach. 

This approach uses optimal features of pre and post copy. 

This approach contains processor state information along 

with lots of useful information about state. This information 

is termed as working set. [23][26] 

SHADOW RAPLICATION  

This is the mechanism which follows both hardware and 

time redundant techniques. The process level replication is 

performed in this case. Large scale distributed system 

requires self configuration of resources with minimum 

human interference. Fault tolerance mechanisms for mobile 

agents to cope with the mobile server crash can be 
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accomplished through shadow replication. The approach 

required in this case is known as dynamic shadow 

replication[14].  

The basic concept of shadow replication is to associate with 

each main process a shadow. The size of shadow depends 

upon criticality of application. Shadow replication 

mechanism is described through the following steps. 

 A process is given a responsibility to execute a task 

by allocating it exclusive core processor. 

 Many Shadows are associated with the main 

process. 

 Every shadow has equivalent speed and process 

allocation space as the original process.      

 In case of failure main process is shifted to the 

shadow and shadow becomes main processor on 

which process executes[15]. 

Shadow replication suffers from the drawback of failure in 

shadow cores. But this problem can be rectified by the use of 

checkpoint in this scheme. [21], [22]  

Section I contains the introduction of the work and further 

Section II carries the related work. Section III explains the 

methodology used for carrying out the work whereas Section 

IV explores the results that are obtained. Finally Section V 

has the brief conclusion. 

II. RELATED WORK 

Background analysis is conducted to analyze the efficient 

fault tolerant strategies used existing literature and to draw 

pros and cons of each for future enhancements.  

Authors proposed a fault tolerance techniques in cloud 

computing along with its challenges and implementation. It 

also proposes HAproxy based cloud virtualized system. This 

system deals with faults that occur in system along with 

server application in cloud. If there occurs fault in any server 

over a connection then it automatically redirects to another 

one. Also data replication technique utilized to achieve high 

reliability. [16] Anthers proposed technique which is 

reliability based, for fault tolerance. The technique is 

AFTRC model that keep track of all nodes reliability. This 

technique deletes the node that has less reliability and the 

checkpoints are used. If any fault occurs during the 

transformation of data then backward recovery has been 

done by these checkpoints. [17] Proposed availability based 

fault tolerance technique that uses FTM model. This 

technique uses replication of users and when replica fails it 

uses the algorithm like gossip based protocol. [18] gives two 

visions for management of fault in cloud computing 

platforms. In the first one it provide management over the 

cloud provider and second one will share responsibilities 

over two participants over cloud. This paper has result that 

shows the improvement over the cloud. Also involve 

exclusive and collaborative fault tolerance techniques. [19] 

A paper  described the study of different fault tolerant 

technique and describes different types of failure. It 

describes how fault can be occurs in system and which 

action should be taken if fault could occur. [3]Some 

proposed a FTC technique for fault tolerance which uses 

check pointing. This is good mechanism for fault that 

occurred in cloud computing over the infrastructure. The 

advantage of method is forward recovery that is provided 

with the help of checkpoints. The results show that this 

scheme has given reliability and less chances of failure. [20] 

A work described model for fault tolerance and also 

compare them on the basis of metrics for fault tolerance. 

There are many techniques for fault tolerance in cloud 

computing and these techniques use different criteria’s for 

finding faults.  But still there are challenges that need some 

concern to speed up fault tolerance. [21] Another described 

technique that is based on scheduling using CAN in mobile 

computing. The CAN (content address networking) logically 

manages the locations of various devices the uses clouds for 

storing their data.  Also malicious user filtering is done that 

ensure no unauthorized user could access the cloud. [22] 

One described the system that overcome the problem of 

energy efficiency and fault tolerance. Each fragment is 

assigned to node so that energy consumption is less during 

data retrieval. The result shows that implementation of the 

system gives feasible solutions. [23] Another work presented 

four crucial abstractions in the space of fault tolerant 

disseminated frameworks. Message Abstractions address the 

rightness of individual messages sent and got. Fault 

Abstractions address the sorts of faults conceivable and also 

their belongings in the framework. Fault-Masking 

Abstractions address the sorts of nearby calculations forms 

make to cover faults. At long last, Communication 

Abstractions address the sorts of information conveyed and 

the properties required for correspondence to prevail within 

the sight of faults. [24] A paper suggested that the capacity 

of fault tolerance is to safeguard the conveyance of 

anticipated administrations in spite of the nearness of fault-

caused blunders inside the framework itself. Mistakes are 

identified and amended, and lasting faults are found and 

expelled while the framework keeps on conveying worthy 

administration. This objective is achieved by the utilization 

of fault recognition calculations, fault analysis, recuperation 

calculations and additional assets determination. [25] 

1. COMPARISON TABLE 

The comparison table indicate the techniques used in 

existing literature along with pros and cons of each. The 

comprehensive comparison suggests best possible technique 

in terms of parameters which can be used for future 

enhancements.  



International Journal of Computer Sciences and Engineering                                     Vol.6(3), Mar 2018, E-ISSN: 2347-2693 

  © 2018, IJCSE All Rights Reserved                                                                                                                                        152 

TABLE1: Comparison of Techniques, parameters and 

future enhancements 

 

 

Pape

r  

 

Techn

ique 

Energ

y 

Effici

ency 

Para

meter

s 

Key 

Aspect 

DATA 

PORTA

BILITY 

FAI

L 

OV

ER 

AN

D 

BA

CK 

UP 

[15] Shado

w 

Replic

ation 

Fault 

tolera

nce is 

used 

and 

least 

work 

is 

done 

towar

ds 

energ

y 

effici

ency 

Relia

bility 

Fault 

tolera

nce 

Shado

w 

replica

tion is 

used 

primar

ily to 

achiev

e fault 

toleran

ce 

Yes Yes 

[26] Data 

Replic

ation 

Energ

y 

effici

ency 

is  

consi

dered 

Energ

y 

Effici

ency 

Fault 

Toler

ance 

Data 

replica

tion of 

critical 

or 

sensiti

ve data 

Yes Yes 

[27] Model 

Drive

n 

Replic

ation  

Not 

Used 

Stora

ge 

Avail

abilit

y  

Model 

driven 

replica

tion 

for 

enhanc

ing 

replica

tion  

Data 

from 

data 

centers 

can be 

transferr

ed to 

other 

data 

enters 

Yes  

[28] Energ

y 

Effici

ent 

appro

ach 

replic

ation 

for 

cloud 

storag

Energ

y 

effici

ency 

is 

achie

ved 

by 

disall

owing 

topol

Energ

y 

effici

ency  

Fault 

tolera

nce  

Topolo

gy 

breaka

ge 

along 

with 

differe

nt 

shorta

ge 

path 

Data 

from 

data 

centers 

can be 

transferr

ed to 

other 

data 

enters 

Bac

kup 

serv

er is 

used 

e ogy 

break

age 

algorit

hm for 

optimi

zation 

[29] Energ

y 

efficie

nt 

load 

balanc

ing 

techni

que 

within 

cloud 

Achie

ved 

throu

gh 

server 

inacc

essibl

e for 

idle 

resour

ces 

Energ

y 

effici

ency  

Load 

balan

cing  

Energy

-aware 

compu

ting in 

a 

cluster 

of 

servers 

runnin

g data-

intensi

ve 

worklo

ads 

Inter 

platfor

m data 

transfer 

is 

support

ed 

Bac

k 

Serv

er is 

used 

[22] Fault 

tolera

nce 

throug

h QoS 

sched

uling 

Energ

y 

Effici

ency 

is not 

consi

dered  

Exec

ution 

Time 

Error 

Rate 

Relia

bility  

Sched

uling 

mecha

nism is 

propos

ed to 

achiev

e fault 

toleran

ce 

Data 

portabili

ty is 

provide

d 

Not 

used 

[30] Redun

dancy 

mecha

nism 

to 

achiev

e 

energ

y 

efficie

ncy  

Energ

y 

Effici

ency 

is 

achie

ved  

Energ

y 

Cons

umed 

Hit 

Ratio 

In and 

on 

disk 

redund

ancy 

mecha

nism is 

used to 

achiev

e 

energy 

efficie

ncy  

Interdep

endence 

is used  

Pro

xy 

serv

ers 

are 

used 

for 

bac

kup 

[31] Shado

w 

Comp

uting 

Energ

y 

effici

ency 

is 

achie

ved 

Buffe

r Size 

Energ

y 

Effici

ency   

Shado

w 

replica

tion is 

used to 

copy 

sensiti

ve 

inform

ation 

while 

non 

critical 

inform

Data 

moved 

between 

client 

and 

server 

Pro

vide

d 

with 

bac

kup 

serv

er 

Parameters 



International Journal of Computer Sciences and Engineering                                     Vol.6(3), Mar 2018, E-ISSN: 2347-2693 

  © 2018, IJCSE All Rights Reserved                                                                                                                                        153 

ation 

is 

given 

less 

prefere

nce to 

conser

ve 

space 

[32] Resou

rce 

mana

geme

nt 

throug

h VM 

Migra

tion  

Not 

Used 

Migra

tion 

Time 

Down

time 

The 

focus 

of this 

article 

is to 

present 

the 

details 

of 

virtual 

machi

ne 

migrati

on 

techni

ques 

and 

their 

usage 

toward 

dynam

ic 

resour

ce 

manag

ement 

in 

virtuali

zed 

enviro

nments 

Data 

moved 

between 

client 

and 

server 

Pro

vide

d 

with 

bac

kup 

serv

er 

[33] Bench

mark 

mecha

nism 

instea

d of 

Keys 

is 

used 

Analy

sis in 

terms 

monit

oring 

and 

certifi

cation 

agenc

ies  

Shari

ng 

Certifi

cation 

and 

monito

r 

nodes 

are 

used  

Data 

movem

ent is 

support

ed 

Pro

vide

d 

with 

bac

kup 

serv

er 

[34] Fitnes

s 

enable

d 

techni

Mutat

ion is 

used 

as a 

updat

Shari

ng 

Offspri

ng 

mecha

nism is 

used 

Data is 

moved 

and 

altered 

dependi

Not 

spec

ified 

que is 

used 

e 

mech

anism 

for the 

same 

ng upon 

fitness  

[35] Dyna

mic 

auditi

ng 

techni

que is 

used 

Verifi

cation 

mech

anism 

as 

acces

s 

right 

Audit

ing 

Exec

ution 

Time 

Admin

istrator 

conduc

t 

Auditi

ng 

Data 

movem

ent 

between 

source 

and 

destinati

on 

Pro

vide

d 

with 

bac

kup 

serv

er 

Comparison of techniques and parameters suggest there is a 

room for improvement in terms of fault tolerance rate, 

energy efficiency , reliability and availability. 

III. METHODOLOGY 

Profile the application functions by scanning source code. 

Split function of application which can  be  sent  to  cloud  or  

executed  on  mobile  on  basis  of  memory  usage  

implement  enhanced snapshot maintaining techniques.  

Create and save the partitions. Now call the compiler to 

create application for device and its clone. Evaluate the 

application performance using the benchmark methods. The 

flow chart for implementation of the proposed approach is. 

Flow Chart 

 
Fig. 4.4 Implement the mobile clone cloud system 
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Fig 4.5.Execute the mobile clone cloud system 

 

 Proposed Algorithm: 

Set NoC = number of classes, class = 0, 

localClassList = empty list, remoteList = empty list 

1. Get list of classes 

2. For each class: 

a. Get list of function being called within 

class 

b. If function uses: 

i. Native library method 

ii. Camera/speakers/mic functions 

c. Then add class to localClassList 

d. Else if add class to remoteList 

3. Next 

4. For each class in localClassList: 

a. Create list of calls to remote classes 

b. Create list of shared variables between 

local and remote classes 

5. For each class in remoteList: 

a. Create list of calls from remote to local 

classes 

b. Create list of calls dependent on native 

methods 

6. Create proxy classes for remote and local method 

calls 

7. Recreate classes with proxy connections  

8. Recompile application 

 

IV. RESULTS AND DISCUSSION 
 

Below the results of the compile-time tests performed on the 

C-RAM are presented. We measured memory allocation and 

amount of time required to compile, for both the Fair play 

and compilers. In the latter case, we have data for compiling 

to and from the language. Our complete compiler is referred 

to as CBIR in this section. 

Table 5.1 Comparing parameters value 

Parameter Existing value Enhanced 

Value 

Energy Efficiency 6.2 7.2 

Response time 1.50 1.12 

Failure overhead (in 

seconds) 

30 25 

 

5.1.1 Energy Efficiency 

Device energy: It shows the improvement in efficiency of 

device energy with enhanced algorithm.  

 

 
Fig.5.1 Device Energy 

 

 Response time: These graphs show response time with 

network types like Wifi and 3G. The graphs show 

improvement in enhanced. 

 

 
Fig.5.2 Response Time for Wifi Network 
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Fig.5.3 Response Time for 3G Network 

 

 

5.1.3 Memory Utilization 
Discussion: Memory utilization shows the usage of memory 

on cloud and device when AI, CSV processing or CBIR 

execution search is executed on the device.  

 
Fig.5.4 Unpartitioned AI Search Depth v/s CRAM AI 

Search Depth 

 

 
Fig.5.5 Unpartitioned CSV file size v/s CRAM CSV file 

size 

 
Fig.5.6 Unpartitioned CBIR File v/s CRAM CBIR File 

Comparison with pure virtual memory approach: Next 

we compare C-RAM against an approach that uses only C-

RAM’s virtual memory scheme to allow an application to 

consume more than the available device memory. Virtual 

memory with on-demand paging carries a fundamental 

overhead, mostly due to the time to load and store 

application objects from/to flash memory during execution. 

This is a reason why current mobile platforms do not offer 

support for on-demand paging to work around memory 

limitations. Although C-RAM primarily aims to extend the 

memory of mobile devices, it can also save energy. 

However, similar to the speed-ups observed for execution, 

energy savings are not guaranteed for all applications—they 

are instead a consequence of C-RAM’s state partitioning 

approach, which tries to mask the associated network 

overhead by distributing execution accordingly. 

V.CONCLUSION AND FUTURE SCOPE 

The energy efficiency and fault tolerance is need of the hour 

and is state of the art problem required to be tackled while 

using any concerned field associated with cloud computing. 

Mobile cloud computing (MCC) has turn out to be the must 

for today’s Android phones and their composite functions. 

Remote implementation on cloud carries confronts like 

failure of network, issues of scalability and partitioning 

technique that require to be handled suspiciously. Each 

procedure has little drawbacks that must to be taken in 

consideration throughout the research. This study analysis 

the scope, challenges, solutions and approaches in the field 

of Mobile Cloud Computing (MCC). This study focuses on 

Energy saving in mobile devices, migration problems, 

application advance platforms and the various mobile cloud 

computing (MCC) applications. In future shadow replication 

with core computing can be used to reduce effect of fault on 

high performance systems. 
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