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Abstract: Use of cloud technology for different requirements of an organization is on increase. Number of companies like 
Amazon, Microsoft, Salesforce, etc. is leading the package of cloud services. The main objective of these companies is to 
ensure that right resources are assigned to clients so that the resources are not left underutilized. Cloud task scheduling is a key 
research area and every company is investing a lot into it to reduce the underutilization of resources and ensuring the tasks 
finish on time. Metaheuristic algorithms over time have been used extensively for this task. This paper analyzes the 
performance of two metaheuristic algorithms namely ACO & PSO for cloud task scheduling. 
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I. INTRODUCTION 

Cloud computing is fast emerging as an efficient and 

affordable means of providing platforms such as IaaS 

(Infrastructure as a service), SaaS (Software as a service), 

PaaS (Platform as a service ) and much more to the service 

requesters. A large number of commercial applications are 

available that provide wide range of services over cloud. 

Increased and fast access to internet has also led to a boom 

in this sector. Different services are put within the 

virtualized resources of a cloud, enabling it to carry out 

abstractions of its underlying resources. Typically, the 

virtualization of a service implies the aggregation of several 

proprietary processes collected in a virtual environment, 

called Virtual Machine (VM) [1,2]. 

Resources for research and institutional uses have become 

very costly. Cloud platform lets you use these resources on 

rental basis[4]. You only pay for what you use and for the 

time you use it. For a service provider the idea is to increase 

the profits and ensure that the resources are utilized 

optimally. Meta-heuristic algorithms are particularly useful 

when implemented as online algorithms.  All cloudlets are 

not passed to the load balancer or scheduler in a single go. 

The algorithm is not aware of the total number of cloudlets 

or requests. Only a set of cloudlets are passed to it that it has 

to schedule in one go. The other cloudlets are passed to it in 

second phase and so on. Static algorithms like SJF (Shortest 

job first) also produce good results but are not useful in case 

the cloudlets are passed to it in online fashion. SJF is only 

used in case all cloudlets are passed to it in single phase.  

Section 2 & 3 of this paper gives a brief overview of both 

Particle Swarm Optimization and Ant Colony optimization. 

Section 4 discusses the methodology for implementing the 

task scheduling in cloud environment using both Particle 

Swarm Optimization and Ant Colony optimization. Section 

5 discusses the results/ outcome of the two algorithms. In 

section 6, the paper provides a brief conclusion on the 

comparison of performance of two algorithms.  

II. PARTICLE SWARM OPTIMIZATION (PSO) 

Particle Swarm Optimization (PSO) is a swarm-based meta-

heuristic algorithm influenced by the social behaviour of 

animals [7].  A  particle  in  PSO  is  comparable  to  a  bird  

or  fish. PSO algorithm is based on the position of each 

particle in the swarm that changes with time till it finds the 

best solution. The position of particles in a solution space 

represents a solution for the problem[9]. The movement of 

each particle is dependent on velocity. Velocity refers to 

both magnitude and direction. Each particle position at any 

instance of time is influenced by its best position and the 

position of  the  best  particle  in  a  problem  space.  The 

performance of a particle is measured by a fitness value, 

which is problem specific. PSO has gained popularity due to 

its simplicity and its usefulness in broad range of 

applications with low computational cost.  

PSO has fewer primitive mathematical operators than other 

metaheuristic algorithms which results in lesser convergence 

time. PSO is generally applied to continuous value problems 

and cloud task scheduling is a discrete problem. The first 

step of PSO scheduling problem is to encode the problem.  
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Next step is to represent the particle a particle can be a 

single assignment of task to a cloudlet or a  vector of size n, 

where n is the no. of tasks and value assigned to each 

position is the resource index. Thus the particle represents 

mapping of resource to a task. Velocities are also 

represented in the form of vectors[3]. 

III. ANT COLONY OPTIMIZATION (ACO) 

Ant Colony Optimization (ACO) is a meta-heuristic 

algorithm. It is inspired by the behaviour  of  real  ants 

looking for the shortest path between their colonies  and a 

source of food.  Ants  leave  pheromones  on their way from  

colony  to the  food  source. The pheromone intensity on the 

passages increases with the number of ants passing through 

and drops with the  evaporation  of  pheromone.  As the time 

goes on, smaller paths draw more pheromone and thus, 

pheromone intensity helps ants to recognize smaller paths to 

the food source [6]. 

Ant Colony Optimization algorithm can help us in solving 

the cloud computing resource management and job 

scheduling  problem.  For  scheduling  of  independent  tasks  

in  grid  [6]  or  cloud,  the number of ants taken is less than 

or equal to number of tasks.  

IV. METHODOLOGY 

Particle Swarm Optimization 

Initially the tasks should be assigned to different VM’s using 

some random algorithm. The selected algorithm can be a 

static or dynamic algorithm. The tasks can also be assigned 

randomly without the use of any task scheduling algorithm. 

The idea is to have all tasks assigned to a VM before the 

load balancing in implemented[8]. 

Once the task scheduling is achieved, the next step is to 

compute the load of all VM’s. The idea is to identify which 

VM’s are under-loaded and which VM’s are over-loaded. 

Then the Particle swarm optimization load balancing 

algorithm is used to migrate tasks from the overloaded VM’s 

to the under-loaded VM’s.  

Algorithm 

1.  Set particle dimension as equal to the size of ready 

tasks T. 

2.  Initialize particles position randomly from PC = 

1.....j and velocity vi randomly. 

3.  For each particle, calculate its fitness value. 

4.  If the fitness value is better than the previous best 

pbest, set the current fitness value as the new pbest. 

5. Perform Steps 3 and 4 for all particles and select 

the best particle as gbest. 

6.  For all particles, calculate velocity and update their 

positions. 

7.  If the stopping criteria or maximum iteration is not 

satisfied, repeat from Step 3 & 4. 

 

Ant Colony Optimization 

Each ant starts with an arbitrary task ti and resource Rj for  

processing this task. Next, the task to be executed and the 

resource on which it is performed are calculated using a 

probable function [3]. In this way, step by step, each ant 

builds the whole solution of assigning all the tasks to the 

resources. Initially, the pheromone value is set to be a 

positive constant and then ants change this  value  at  the  

end  of  every  iteration.  The  ant’s  solution  that  gives  

minimum  value  or maximum  value  for  considered  

objective  function  is  taken  as  the  best  solution  of  that 

iteration. The final optimal solution is the one which is best 

out of all iteration’s best solution[5].  

Algorithm 

1. Initialize pheromone value for each path between tasks and 

resources, set optimal solution to NULL and place m ants on 

random resources. 

2. Repeat for each ant 

a. Put the starting resource of first task in tabu list and all other 

tasks in allowed list. 

b. Based on the probability function or transition rule, select 

the resource for all remaining tasks in the allowed list. 

3. Compute fitness of all ants which in this case is Makespan 

time. 

4. Replace the optimal solution with the ant’s solution having 

best fitness value if its value of better than previous optimal 

solution. 

5. Update both local and global pheromone. 

6. Stop when the termination condition is met and print the 

optimal solution. 

 

V. RESULTS 

The pheromone intensity in case of ACO algorithm is 

minimal in the early stages of the implementation. The 
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algorithm performs much better at latter stages and is 

particularly useful with large number of cloudlets. PSO on 

the other hand suffers from the problem of converging too 

fast and getting caught in local optimal. Hence its 

performance does not improve as drastically as compared to 

ACO. 

Table 1: Parameters Setting of Cloudsim 

 

Entity Type Parameters Values 

Task(Cloudlet) Length of 

Task  

20000-400000 

Total Number 

of Task 

150-250 

Virtual 

Machine 

Total Number 

of VMs 

8 

MIPS 1024-4096 

VM Memory 

(RAM) 

128-512 

Bandwidth 500-2000 

Cloudlet 

Scheduler  

Time_shared 

and 

Space_shared 

Number of 

PEs 

Requirement 

2 

Data Centre Number of 

Datacenter 

1 

Number of 

Host 

3 

VM  

Scheduler 

Time_shared 

and  

Space_shared 

 

 

Fig.1: Makespan Time for ACO and PSO Task 

scheduling with fixed VMs = 8 

As you can see in the figure above, performance of PSO is 

better than ACO with smaller number of cloudlets. One 

reason could be that pheromone intensity in case of ACO 

algorithm is minimal in the early stages and by the time 

algorithm makes necessary adjustments the cloudlets are 

over. The improvement in Makespan time of ACO is much 

better than that of PSO as the cloudlets are increased. 

VI. CONCLUSION 

Metaheuristic algorithms are meant to solve large problems 

that are difficult in nature and require more than polynomial 

time to solve. In this paper two metaheuristic problems are 

used to solve the task scheduling problem. ACO and PSO 

both tend to show similar performance except that 

improvement in ACO is slightly better than that of PSO. For 

150 cloudlets, performance of PSO is better than that of 

ACO. But as the size of cloudlets is increased to 250, 

performance of ACO is only slightly better than that of PSO. 

This gap will increase if we increase the size of cloudlets 

even further. The difference in the finish time of last task on 

best and worst VMs is high. This difference is called 

imbalance factor. There is a need to make necessary changes 

into the basic structure of metaheuristic algorithms to yield 

even better result. It will be fruitful if a hybrid of both ACO 

and PSO is formed that takes advantages of the two.   
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