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Abstract— Virtualization innovation has become commonplace in advanced information focuses and group systems, frequently 

referred as “Registering Clouds”. In particular, the capacity of virtual machine (VM) development brings various advantages 

such as higher performance, improved reasonability and flaw tolerance. Moreover, live development of VMs frequently permits 

workload development with a short administration downtime. However, administration levels of running applications are likely 

to be adversely influenced amid a live VM migration. Alternately this reason, a better understanding of its impacts on 

framework execution is exceedingly desirable. In this paper, we present a execution assessment on the impacts of live 

development of virtual machines on the execution of applications running inside Xen VMs. Results appear that in most cases, 

development overhead is worthy however can’t be disregarded, particularly in frameworks where administration accessibility 

and responsiveness are administered by strict Administration Level Understandings (SLAs). Despite that, there is a high 

potential alternately live development materialness in information focuses serving enterprise-class Web applications. Our results 

are based on a workload formed of a genuine application, covering the space of multi-level Web 2.0 applications. 
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I.  INTRODUCTION  

Virtual machine (VM) innovation has recently emerged as 

an essential building block alternately information focuses 

and group systems, mainly due to its capabilities of 

isolating, solidifying and moving workload. Altogether, 

these highlights permit an information focus to serve 

various clients in a secure, adaptable and productive way. 

Consequently, these virtualized infrastructures are consider 

a key part to drive the emerging Cloud Registering 

worldview. 

Development of virtual machines seeks to improve 

manageability, execution and flaw resilience of systems. 

More specifically, the reasons that justify VM development 

in a production framework include: the need to equalization 

framework load, which can be accomplished by moving 

VMs out of overloaded/overheated servers; and the need of 

selectively bringing servers down alternately upkeep after 

moving their workload to other servers. 

The ability to relocate an entire operating framework 

overcomes most difficulties that traditionally have made 

process-level development a complex operation. The 

applications themselves and their corresponding forms do 

not need to be aware that a development is occurring. 

Hypervisors, such as Xen and VMWare, permit moving an 

OS as it continues to run. Such system is termed as “live” 

alternately “hot” migration, as opposed to “immaculate 

stop-and-copy” alternately “cold” migration, which 

involves halting the VM, duplicating all its memory pages 

to the destination host and then restarting the new VM. The 

principle advantage of live development is the possibility to 

relocate an OS with near-zero downtime, an important 

feature when live administrations are being served. 

1.1 Background 

On Xen, as described by Clark et al., live moving a VM 

basically comprises of transferring its memory image from 

a source server to a destination server. To live relocate a 

VM, the hypervisor alternately pre-copies memory pages of 

the VM to the destination without interrupting the OS 

alternately any of its applications. The page duplicating 

process is repeated in various rounds on which dirty pages 

are continuously transferred. Normally, there is a set of 

pages that is modified so frequently that the VM must be 

stopped alternately a period of time, until this set is 

completely exchanged to the destination. Subsequently, the 

VM can be resumed in the new server. 

It has been watched that live development of VMs permits 

workload development with close zero application 

downtime. Nevertheless, the execution of a running 

application is likely to be adversely influenced amid the 

development process due to the overhead caused by 
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successive iterations of memory pre-duplicating. 

Alternately the duration of the pre-duplicating process extra 

CPU cycles are devoured on both source and destination 

servers. An extra amount of system bandwidth is devoured 

as well, conceivably affecting the responsiveness of Web 

applications. In addition, as the VM resumes after 

migration, a slowdown is anticipated due to store warm-up 

at the destination. 

Moreover, downtime and application execution are likely to 

be influenced in distinctive ways alternately distinctive 

applications due to varying memory usages and access 

patterns. Past studies have found that genuine downtime 

might vary considerably between applications, ranging from 

as low as 60 ms when moving a Quake game server to up to 

3 seconds in case of specific HPC benchmarks. Regarding 

the overhead due to development activity, earlier studies 

have shown that experienced slowdown ranged between 1% 

and 8% of wall-clock time alternately a specific set of HPC 

benchmarks. 

In other circumstances utilizing Xen, a 12% to 20% 

slowdown on the transmission rate of an Apache Web 

server running a VM with 800MB of memory and serving 

static content was reported. In the case of a complex Web 

workload (SPECWeb99) the framework under test could 

maintain the conformity to the benchmark measurements. In 

all cases, it has been concluded that, alternately the specific 

set of applications considered, the bad impacts of 

development were worthy alternately negligible in contrast 

to its potential advantages to framework flaw resilience. 

1.2 Our contribution 

We have identified that a case study taking into 

consideration live development impacts in the execution of 

advanced Web applications, such as multi-level Web 2.0 

applications, is lacking in the current literature. However, 

such a study would aid researchers and practitioners 

currently evaluating the deployment of this class of 

application in clouds. Our commitment is a case study that 

measures the sway of VM live movements in the execution 

of one example, yet representative, of an advanced Web 

application. Our study will be conceivably valuable to 

circumstances where metrics, such as administration 

accessibility and responsiveness, are driven by 

Administration Level Understandings (SLAs). In such 

frameworks administration suppliers and consumers agree 

upon a least administration level and resistance to such 

agreement might incur in penalties to suppliers. More 

importantly, an SLA directly reflects how end-clients 

perceive the quality of administration being delivered. 

The rest of this paper is organized as follows: Segment 2 

positions our study among related work; Segment 3 portrays 

why advanced Web applications are distinctive than 

customary workloads; Segment 4 portrays our objectives, 

trial set up, workload and metrics; in Segment 5 we present 

and analyze the results of our execution evaluation; finally, 

we conclude the paper in Segment 6. 

II. RELATED WORK 

The advent of innovative technologies, such as multicore, 

par virtualization, hardware-assisted virtualization and live 

development, have contributed to an expanding adoption of 

virtualization on server systems. At the same time, being 

capable to measure the pros and cons of adopting 

virtualization in face of such advancements is a challenging 

task. The sway of virtualization in a assortment of 

circumstances has been the focus of considerable attention. 

A number of studies have exhibited individual and side by 

side measurements of VM runtime overhead imposed by 

hypervisors on a assortment of workloads. 

Apparao et al. present a study on the sway of solidifying 

several applications on a single server running Xen. As 

workload the authors utilized the consolidate benchmark 

characterized by Intel, which comprises of a Web server 

VM, a database server VM, a Java server VM and mail 

server VM. An idle VM is moreover added to comply with 

genuine world scenarios, on which servers are hardly 

completely utilized. 

The studies exhibited by Zhao & Figueiredo and Clark et al. 

particularly deal with VM migration. The former analyzes 

execution degradation when moving CPU and memory 

intensive workloads as well as moving various VMs at the 

same time; however such study employs a immaculate stop-

and-duplicate development approach maybe than live 

migration. The later introduces Xen live development and 

measures its impacts on a set of four applications common 

to facilitating environments, primarily utilizing on 

measuring downtime and total development time and 

demonstrating the viability of live migration. However, 

these works have not assessed the sway of development in 

the execution of advanced Web workloads, such as multi-

level and social system oriented applications. 

A few studies propose and assess the efficacy of moving 

VMs across long distances, such as over the Internet. 

alternately instance, Travostino et al. have demonstrated the 

effectiveness of VM live development over an WAN 

associated by devoted 1Gbps links; application downtime 

has been quantified at 5-10 times greater than that 

experienced on an intra-LAN set-up, despite a 1000 times 

higher RTT. Besides its feasibility, the concept of WAN 

live development is still to be implemented in business 

hypervisors, which demands all involved machines to be in 
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the same subnet and offer storage. Our work focuses just on 

moving VMs within a information focus alternately cluster. 

The Cloud stone benchmark points at registering the 

monetary cost, in dollars/user/month, alternately facilitating 

Web 2.0 applications in cloud registering stages such as 

Amazon EC2. From this work we borrow the idea of 

utilizing Olio and Faban to compose our target workload 

alternately Web 2.0 applications. However, Cloud stone 

does not define a system to assess the fetched of virtual 

machine development and, to the best of our knowledge, no 

past work has considered utilizing this sort of workload in 

development experiments. 

III. CHARACTERISTICS OF ADVANCED WEB 

APPLICATIONS 

The space of applications that can conceivably take 

advantage of the Foundation as a Administration worldview 

is broad. Alternately instance, Amazon reports several case 

studies that leverage their EC2 platform, counting video 

processing, genetic simulation and Web applications. In 

particular, such stages are particularly valuable alternately 

multi-level Web applications, generally counting a Web 

server (e.g. Apache), an application server/dynamic content 

generation (e.g. PHP, Java EE), and a backend database 

(e.g. MySQL, Oracle). Virtual machine innovation adds 

extra flexibility to scaling of Web applications, by 

permitting dynamic provisioning and replication VMs to 

host extra instances alternately one the application tiers. 

Social organizing web locales are perhaps the most capable 

illustration of exceedingly dynamic and interactive Web 2.0 

applications which gained prevalence over the past few 

years. Their expanding prevalence has spurred demand 

alternately a exceedingly scalable and adaptable solution 

alternately facilitating applications. Many bigger locales are 

growing at 100% a year, and littler locales are expanding at 

an indeed more rapid pace, doubling every few months. 

These web applications present extra highlights that make 

them distinctive from customary static workloads. 

Alternately instance, their social organizing highlights make 

each users’ activities affect many other users, which makes 

static load partitioning unsuitable as a scaling strategy. In 

addition, by means of blogs, photo streams and tagging, 

clients now publish content to one another maybe than just 

consuming static content. 

Altogether, these highlights present a new sort of workload 

with specific server/client communication patterns, write 

designs and server load. However, most accessible 

execution studies use extremely simple static file retrieval 

tests to assess Web servers, frequently leading to erroneous 

conclusions. Alternately this reason, in this work we have 

this trend into account amid the workload determination 

process, resulting in the determination of Olio as a 

reasonable and delegate workload. 

IV. ASSESSMENT OF LIVE DEVELOPMENT COST 

This study points at achieving a better understanding of live 

development impacts on advanced Web applications. 

Alternately this reason, we have outlined benchmarking 

tests to assess the sway of live development on a reasonable 

Web 2.0 application facilitated on organized virtual 

machines. 

4.1 Tested specifications 

Our tested is a group formed of 6 servers (1 head-hub and 5 

VM hosts). Each hub is equipped with Intel Xeon E5410 (a 

2.33 GHz Quad-core process alternately with 2x6MB L2 

store and Intel VT technology), 4 GB of memory and a 

7200 rpm hard drive. The servers are associated through a 

Gigabit Ethernet switch. 

The group head-hub runs Ubuntu Server 7.10 with no 

hypervisor. All other hubs (VM hosts) run Citrix XenServer 

Venture Version 5.0.0. Our choice alternately a business 

hypervisor alternately is based on the assurance of an 

venture class software in accordance with the needs of 

target users, i.e. venture information focuses and public 

application facilitating environments. 

All VMs run 64-bit Ubuntu Linux 8.04 Server Edition, para 

virtualized kernel variant 2.6.24-23. The installed web 

server is Apache 2.2.8 running in prefork mode. PHP 

variant is 5.2.4-2. MySQL, with Innodb engine, is variant 

5.1.32. 

4.2 Workload 

We have picked to use Olio as a Web 2.0 application, 

combined with the Faban load generate alternately to 

represent a reasonable application and workload set. Olio is 

a Web 2.0 toolkit that helps developers assess the 

suitability, functionality and execution of various Web 

technologies, devised by Sun Micro frameworks from its 

understanding of the challenges faced by Web 2.0 

customers. It has been success completely deployed and 

assessed in a reasonably measured high-end server 

foundation, as well as in rented assets from Amazon EC2. 

The Olio Web application represents a social-occasions 

website which permits clients to perform several activities 

such as stacking the homepage, logging into the system, 

creating new events, attending occasions and searching 
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alternately occasions by date alternately tag. It currently 

provides implementations utilizing three technologies: PHP, 

Ruby on Rails and J2EE. Alternately our experiments, we 

have picked to use Olio’s PHP implementation, 

subsequently employing the popular LAMP stack (Linux 

Apache MySQL PHP). 

Faban is an open-source Markov-chain load generate 

alternately used to drive load against Olio; it is formed by 

an expert program which spawns one alternately more load 

drivers, i.e. multi-strung forms that simulate genuine users. 

The expert presents a Web interface through which it is 

conceivable to submit customized benchmark runs and 

monitor alternately their results. This Olio/Faban 

combination was originally proposed as part of the Cloud 

stone benchmark. 

The load level driven against the application might be 

varied by changing the number of simultaneous clients to be 

served by the application. Total time alternately each run is 

configured by adjusting three distinctive durations, namely 

ramp-up, unfaltering state and ramp-down. Resulting 

measurements reported by Faban just take into account the 

unfaltering state period. 

The principle metric considered in our tests is a 

Administration Level Agreement characterized in 

Cloudstone. The SLA defines least reaction times 

alternately all relevant client actions. Thus, at any 5-minute 

window, if a certain percentile of reaction times exceeds the 

maximum, an SLA infringement is recorded. The 90th and 

99th percentiles are considered in this study, representing a 

more relaxed and a stricter SLA, respectively. Table 1 lists 

the details of the SLA considered throughout this paper. 

Table 1. Cloudstone’s SLA: The 90th/99th percentile of 

reaction times measured in any 5-minute window amid 

unfaltering state should not excess the following values (in 

seconds): 

Client action SLA 

Home page loading 1 

Client login 1 

Occasion tag search 2 

Occasion detail 2 

Individual detail 2 

Incorporate person 3 

Incorporate event 4 

 

4.3 Benchmarking architecture 

The architecture of our benchmarking setup is depicted in 

Figure 1. Based on the observation that MySQL tends to be 

CPU-bound when serving the Olio database, whereas 

Apache/PHP tends to be memory-bound, we have outlined 

our framework under test (SUT) by splitting the workload 

into two organized VMs, facilitated in distinctive group 

nodes, in request to better partition the accessible physical 

resources. 

All hubs offer an NFS (System File System) mounted 

capacity device, which resides in the head-hub and stores 

VM images and virtual disks. In particular, a nearby virtual 

plate is facilitated in the server that hosts MySQL. 

The load is driven from the head-node, where the multi-

strung workload drivers run, along with Faban’s expert 

component. 

 

Fig.1. Benchmarking architecture 

4.4 Trial design 

The overall objective of our tests is to measure slowdown 

and downtime experienced by the application when VM 

movements are performed in the center of a run. 

Specifically, we measure application slowdown based on 

values generated by the above-mentioned SLA calculation. 

In all experiments, group hubs and their interconnection 

were devoted to the application under test. A development 

experiment consisted of moving a single VM between two 

devoted physical machines. In each run, the picked 

destination machine was distinctive from the source 

machine in the past run, i.e. a arrangement of runs did not 

consist of moving a VM back and forth between the same 

two machines. 

Preparatory tests Exact VM sizes were obtained by 

preparatory experiments, in which we have run the 

application without performing any VM migration. We 

have driven load against Olio and gradually increased the 

number of simultaneous clients between runs, in 100 clients 

increments, while utilizing 2 identically measured VMs 

with 2 vCPUs and 2GB of memory. By analyzing the SLA 
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(both 90th and 99th percentile of reaction times alternately 

all client actions), we have found that 600 is the maximum 

number of simultaneous clients that can be served by our 

SUT. We have watched memory and CPU usage to find the 

least VM sizes capable of serving 600 users. We have then 

aimed at diminishing the size (vCPUs and memory) of the 

VMs to the least required to serve 600 users. Thus, in the 

final configuration the first VM, which exclusively hosts 

Apache/PHP, has 1 vCPU and 2GB of memory; the second 

VM, which hosts MySQL, has 2 vCPUs and 1GB of 

memory. 

In the same preparatory tests we have noticed execution 

issues when facilitating the MySQL server on NFS. The 

application would not scale to more than 400 simultaneous 

users, which has lead us to host MySQL in a nearby disk, 

subsequently scaling up to 600 simultaneous users. 

Alternately this reason, our tests do not incorporate moving 

the VM that hosts the database server, since XenServer 

requires all capacity devices to be facilitated in a system 

capacity in request to perform live migrations. 

Development tests in our first set tests with Olio we have 

performed 10-minute and 20-minute benchmark runs with 

600 simultaneous users. Amid these experiments, live 

movements of the Web server VM were performed. The 

goal of experimenting with this load level is to assess how 

the pre-characterized SLAs are neglected when the 

framework is about oversubscribed, however not 

overloaded. Also, we aim at measuring the duration of 

development impacts and the downtime experienced by the 

application. 

Subsequently, in a second round of experiments, we have 

run the benchmark with littler numbers of simultaneous 

users, namely 100, 200, 300, 400 and 500, aiming at finding 

a “safe” load level on which movements can be performed 

at lower risks of SLA violation, particularly when 

considering the more stringent 99th percentile SLA. 

V. RESULT AND DISCUSSION 

Overall, our trial results appear that overhead due to live 

development is worthy however can’t be disregarded, 

particularly in SLA-situated circumstances requiring more 

demanding administration levels. Figure 2 shows the sway 

of a single development performed after five minutes in 

unfaltering state of one run. A downtime of 3 seconds is 

experienced close the end of a 44 second migration. The 

highest peak watched in reaction times takes place 

immediately after the VM resumes in the destination node; 

5 seconds elapse until the framework can completely serve 

all demands that had initiated amid downtime. In spite of 

that, no demands were dropped alternately timed out due to 

application downtime. The downtime experienced by Olio 

when serving 600 simultaneous clients is well above the 

anticipated millisecond level, beforehand reported in the 

writing alternately a range of workloads. This interesting 

result suggest that the workload complexity imposes a 

unusual memory access pattern, expanding the difficulty of 

live development the virtual machine. 

 

Fig.2. Impacts of a live development on Olio’s homepage 

stacking activity 

Figure 3 presents the sway of various movements on the 

homepage stacking reaction times. These result compares to 

the average of 5 runs. We report the 90th and 99th 

percentile SLAs. We can observe that the more stringent 

99th percentile SLA is neglected a short moment after the 

first development is performed indicating that when 600 

simultaneous clients are being served, a single VM 

development is not acceptable. The 90th percentile SLA is 

not neglected when a single development occurs, however 

is neglected just when two movements are performed in a 

short period of time. 

Figure 3 moreover indicates that more than one 

development might not cause infringement of the 90th 

percentile SLA. A way of preventing such infringement is 

permitting sufficiently spacing between movements in 

request to permit the SLA recipe to generate normal 

reaction time levels. Thus, it is paramount that this 

information is utilized by SLA-situated VM-allocation 

mechanisms with the objective of diminishing the hazard of 

SLA resistance in circumstances when VM movements are 

inevitable. 
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Fig.3. 90th and 99th percentile SLA processed alternately 

the homepage stacking reaction time with 600 simultaneous 

users. The maximum permitted reaction time is 1 second 

From the above mentioned results we can conclude that, in 

spite of a huge slowdown and downtime caused by live 

development of VMs, our SUT is resilient to a single 

development when the framework responsiveness is 

administered by the 90th percentile SLA. In other words, 

provided that movements are performed at correct times, 

there is no fetched associated with them. However, this is 

not the case alternately the 99th percentile SLA. Alternately 

this reason, we have performed a new arrangement of tests 

with littler number of simultaneous users. The objective of 

such tests is to gauge a safe level on which a development 

could be performed with low hazard of SLA violation. 

Table 2. Maximum recorded 99th percentile SLA 

alternately all client activities when one development is 

performed alternately 500, 400, 300, 200 and 100 

simultaneous users 

 

Table 2 presents more detailed results listing maximum 

reaction times alternately all client activities as processed 

by the 99th percentile SLA recipe when one development 

was performed in the center of a 10 minute run. In these 

runs the load varies from 100 to 500 users. In all cases, our 

SUT was capable to sustain an worthy execution indeed in 

the presence of a live development of the Web server. 

Alternately instance, the maximum esteem watched 

alternately homepage stacking is 0.32 seconds, which 

compares to approximately 1/3 of the maximum esteem 

allowed, i.e. 1 second. The maximum esteem watched 

alternately the adding a new individual to the framework 

(2.28 seconds), which is more than half of the maximum 

allowed, however still does not demonstrate hazard of SLA 

violation. These results demonstrate that a workload of 500 

clients is the load level at which a live development of the 

Web server should be conveyed out (e.g. to a least loaded 

server) in request to decrease the hazard of SLA violation. 

VI. CONCLUSION 

Live development of virtual machines is a valuable capacity 

of virtualized groups and information centers. It permits 

more adaptable administration of accessible physical assets 

by making it conceivable to load equalization and do 

foundation upkeep without entirely compromising 

application accessibility and responsiveness. 

We have performed a arrangement of tests to assess the 

fetched of live development of virtual machines in a 

scenario where a advanced Web application is facilitated on 

a set of virtual machines. Live development tests were 

conveyed out in circumstances where several levels of load 

were driven against the application. 

Our results appear that, in an occurrence of a about 

oversubscribed framework (serving 600 simultaneous 

users), live development causes a huge downtime (up to 3 

seconds), a bigger esteem than anticipated (based on results 

beforehand reported in the writing alternately simpler, non 

Web 2.0 workloads) Also, this administration disruption 

causes a pre-characterized SLA to be neglected in some 

situations, particularly when two movements are performed 

in a short period of time. 

On the other hand, we have found the most stringent SLA 

(99th percentile) can still be met when movements are 

performed when the framework load is slightly decreased to 

less simultaneous clients (500 in our case study). 

In conclusion, we see a high potential of live development 

materialness in information focuses serving advanced Web 

services. This execution assessment study is the first step 

towards the broader objective of studying the power of live 

development of virtual machines alternately the 

administration of information focuses and clusters. We plan 

to use the insights of this study to develop smarter and more 

productive SLA-based resource allocation systems. 
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