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Abstract— The piling up of vast quantity of biological data owing to the enormous exploitation of next and third generation 

sequencing techniques has made their management and handling an uphill task. Cloud computing offers solution to the storage, 

processing and analysis issues of such a gigantic amount of biological data. The abstraction layer in cloud computing 

empowers an incorporated access to handling, storage and virtualization. Herein, we review various types of clouds, cloud 

based service models in bioinformatics and cloud computing platforms with parallel application tools. Lastly, we discuss how 

the cloud based platforms are being exploited for big data analysis in biology.  
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I.  INTRODUCTION  

Advances in high-throughput sequencing innovations has 

prompted an exponential ascent in the biological sequence 

information. This has put a huge challenge of storage and 

analysis of such a big amount of data and it is becoming very 

difficult for small as well large institutions to keep and 

maintain computational infrastructures for processing such 

an enormous amount of data. Presently, a promising, 

efficient and cost effective solution to this growing challenge 

is cloud computing that uses computing resources to access 

data over internet. The National Institute for Standards and 

Technology (NIST) defines cloud computing as ‘‘a pay-per-

use model for enabling convenient, on-demand network 

access to a shared pool of configurable computing resources 

(e.g., networks, servers, storage, applications and services) 

that can be rapidly provisioned and released with minimal 

management effort or service provider interaction’’ [1]. The 

term cloud is used in terms that the data is stored far away 

from your device in a manner similar to a ‘cloud’ literally, 

however, it is still accessible using a computing device via 

internet [2, 3]. Grid computing, distributed systems and 

parallelised programming concepts in association with cloud 

computing are quite traditional but the idea of virtualization 

has given cloud computing a new dimension and widespread 

rollout. The virtualization technology enables hosting of 

multiple virtual machines using a single physical machine 

leading to maximum utilization of hardware and capital 

investment [1]. Operating System (OS) is exploited by 

applications to interact with hardware in traditional 

computing while in virtualized computing, the hardware 

assets (CPU, RAM, storage and networking) are shared by 

multiple OS images, which are distributed and managed by 

virtualisation software known as a hypervisor or virtual 

machine monitor (VMM). A virtual machine (VM) is a 

software application that copies a physical computing 

environment in which an OS and applications associated with 

it can be run with multiple virtual machines installed on a 

single machine. A VMM processes the requests from the VM 

to the hardware (CPU, memory, hard disks and network 

connectivity) [1].  

Herein, we review various types of cloud, cloud based 

service models in bioinformatics, cloud computing platforms 

with parallel application tools and applications of cloud 

based platforms in biology. This review summarizes how 

cloud computing handles large data including their analysis, 

storage and acquisition in the present scenario. 

II. DIFFERENT FORMS OF CLOUD  

Public cloud  
Cloud possessed and handled by third parties are publicly 

available with some constraint of security and data variance. 

Service providers avail public cloud applications, resources, 

storage and other services to general public. Some of the 

examples of public cloud are Amazon Web Services (AWS) 

and Microsoft Azure [4]. 

Private cloud 
Cloud maintained by organizations for their personal issues 

and the services are accessed only upon the permission of 

organizations. Microsoft, Hewlett Packard (HP) and Intel 

boast of having their own private cloud. 
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Community Cloud 
Cloud shared by organizations having common resource 

requirements (security, jurisdiction and policy), whether 

managed internally or by a third-party. Organizations take 

advantage of sharing costs using community cloud 

computing. For Example Google Gov (google apps for 

government) has a community cloud.  

Hybrid cloud 
Cloud composed of two or more clouds i.e. composition of 

either a private or a public cloud or a private cloud or a 

community cloud etc. Hybrid cloud guarantees the 

arrangement and adaptability of in house applications with 

the adaptation to internal failure and versatility of cloud 

based platforms [4]. 

 

 

Figure 1. Illustration of various types of clouds 

 

III. CLOUD-BASED SERVICE MODELS IN 

BIOINFORMATICS 

Hadoop and its associated software can be credited for the 

popularity of cloud computing. Hadoop has two vital 

components—MapReduce and Hadoop Distributed File 

System (HDFS). MapReduce divides a computational 

program into multiple small sub-problems and allocates them 

on different computer nodes. HDFS offers a distributed file 

system for putting away information on these nodes. These 

softwares adjust stack among various nodes [5]. In other 

words, Hadoop takes into account distributed handling of 

huge datasets over multiple computer nodes, bolsters huge 

information scaling (HDFS, HBase), and empowers fault 

tolerant parallelized examination (MapReduce). Hence, 

Hadoop is suitable for large data handling in bioinformatics; 

rather there are evidences of successful exploitation of 

Hadoop in bioinformatics [6-8]. This paves avenues for 

cloud-based bioinformatics resources. As cloud computing 

conveys facilitated services over the Web, bioinformatics 

clouds include an expansive assortment of services from data 

stockpiling, data procurement, to data analysis, which all in 

all fall into four classifications.  

Data as a Service (DaaS) 

Bioinformatics clouds require data for downstream analyses. 

Owing to advancement in high throughput technologies, 

there is an unprecedented continuous growth of biological 

data. This makes DaaS via Internet one of the most crucial 

services. DaaS makes dynamic information available on 

request and furthermore gives access to latest data displayed 

over the Web. For instance, AWS which offers store of 

public data sets like chronicles of Ensembl, GenBank, 

Influenza Virus, Model Organism Encyclopedia of DNA 

Elements, 1000 Genomes, Unigene, and so forth.  

Software as a Service (SaaS) 

A variety of softwares are required for different types of data 

analyses in bioinformatics. SaaS delivers software services 

on demand to the clients online. Hence, SaaS reduces the 

need of installing softwares locally and provides latest cloud-

based services for bioinformatics data analysis over the Web 

[5]. Efforts have been made to develop cloud-scale tools, 

including sequence mapping [9-11], alignment [12], 

expression analysis [13-15], orthology detection [16], peak 

caller for ChIP-seq data [17], functional annotation of 

variants from multiple personal genomes [18], identification 

of epistatic interactions of single nucleotide polymorphisms 

(SNPs) [19], and various cloud-based applications for NGS 

(Next-Generation Sequencing). 

Platform as a Service (PaaS) 

PaaS offers a working platform as a service. PaaS capsulizes 

the working environment and the required software to the 

provider and this platform can be used by clients. Using 

PaaS, users can develop, test and deploy cloud applications 

where computer resources scale automatically and 

dynamically. Programming language execution 

environments, databases and web servers fall among some of 

the environments provided by PaaS. Currently, Eoulsan and 

Galaxy Cloud are the two PaaS platforms in bioinformatics 

over the Web; Eoulsan (5, 20) uses cloud for high-throughput 

sequencing analyses, and Galaxy Cloud [5, 21, 22], is a 

cloud-scale Galaxy for large-scale data analyses. 

Infrastructure as a Service (IaaS)  

IaaS provides a full computer infrastructure by delivering 

various virtualized resources via the Internet, including 

hardware and software. Usage of virtualized resources are in 

the public domain and paid. Since different users often need 

different cloud resources, flexibility and customization are 

essential to IaaS. Examples of IaaS in bioinformatics are; 

Cloud BioLinux [5, 23], is a VM that is public utility for 
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performing high-throughput bioinformatics computing, and 

CloVR [5, 24], is a portable VM used to integrate several 

channels in order to perform automated sequence analysis. 

 

 
 

Figure 2. Cloud based service models in bioinformatics  

 

IV. CLOUD COMPUTING PLATFORMS WITH 

PARALLEL PROCESSING TOOLS 

As already said, large data poses huge challenge of analysis, 

hence, many studies have been performed with parallel 

applications like Message Passing Interface (MPI) and 

Hadoop on cloud computing in order to speed up 

computational time on data processing and analysis. Hadoop 

performs parallel processing over multiple nodes using 

HDFS for processing large datasets along with MapReduce 

[25]. Mapreduce/Hadoop is a boon to cloud computing 

clusters for solving embarrassingly parallel problems (EPP). 

Mapreduce and cloud computing programming running in 

parallel has been found to expedite data analysis in genomic 

research. CloudBLAST [26], a software combining virtual 

compute resources, virtual network technologies and 

bioinformatics platforms, uses Hadoop Vine and BLAST 

(Basic Local Alignment Search Tool) as application tools. 

CloudBurst [27], MapReduce based read map algorithm, 

maps single end next generation sequence (NGS) data. It also 

uses Amazon E2 as an application tool. Crossbrow [28] 

exploits applications Hadoop, bowtie, SOAPsnp and Amazon 

EC2 and is used for searching single nucleotide 

poplymorphisms (SNPs) with cloud computing. Myrna [25], 

a software using Hadoop, Amazon Elastic MapReduce 

(EMR) and HapMap performs cloud-scale RNA sequencing 

and differential expression analysis. SparkSeq [29] is a NGS 

data library with MapReduce framework and Apache Spark 

on the cloud. SeqPig [30] exploits scripts used by Apache 

Pig (a programming tool to generate MapReduce programs 

automatically) for analysing large sequence data sets. SeqPig 

scripts a way of data manipulation, analysis and access with 

Hadoop. AzureBlast [31], a parallel BLAST engine on 

Windows Azure cloud platform, is used to run BLAST on 

multiple instances of Azure Cloud by the query segmentation 

data parallel pattern. Rainbow [32], an enhancement of 

Crossbrow, is a tool for large scale whole genome 

sequencing data analysis using cloud computing. The 

applications used by rainbow are Crossbow, bowtie, 

SOAPsnp, Picard, Perl, MapReduce.  BioPig [33] is a 

Hadoop and Apache Pig based sequence analysis tool for 

large acale sequencing data.  

 

V. APPLICATIONS OF CLOUD BASED PLATFORMS 

IN BIOLOGY 

The applications of cloud computing based platforms to 

store, analyse and maintain large amount of biological data 

has been found in various fields of biology including 

comparative genomics, metagenomics, genome informatics, 

biomedical informatics, neurosciences, RNA analysis, 

genome analysis and SNP detection [4].  

Reciprocal Shortest Distance (RSD) algorithm has been 

exploited for comparative genomics studies in 

bioinformatics. RSD uses applications BLAST, ClustalW 

and Codeml for comparative studies. This algorithm is 

obsolete and slow but when implemented in the cloud, it 

calculated orthologs with the analysis of whole genome data 

[34, 35]. In neurosciences, cloud computing turned out to be 

a boon. The neurological data are not shared as the data 

format created by tools are in their own informal metadata 

format and thus, hinder the progress of neurological research. 

Development of an e-science cloud platform known as 

CARMEN [4] solved the issue. It was created to fulfil the 

need of sharing, analysing and integrating data online. For 

RNA sequence analysis, Myrna has been used. As discussed 

in the previous paragraph, genome analysis and SNP 

detection has been parformed using Crossbrow, a cloud 

based genome sequencing platform.  

 

VI. CONCLUSION 

Herein, we reviewed various types of cloud, cloud based 

service models in bioinformatics, cloud computing platforms 

with parallel application tools and applications of cloud 

based platforms in biology. This review summarizes how the 

cloud computing is handling large data analysis, storage and 

acquisition in the present scenario. As with time biological 

data will keep accumulating owing to advanced techniques, 

their easy accessibility and cost effectiveness, hence, future 

studies should be focussed on developing bioinformatics 

clouds integrating both data and software tools and equipped 

with high-speed transfer technologies to aid big data transfer. 

Moreover, the technologies developed should be user-
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friendly, and most importantly, be open and publicly 

accessible to the whole scientific community. 
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