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Abstract- A spatiotemporal database handles both the space and time information. A spatiotemporal database includes spatial 

(i.e., location and geometry of the object) and temporal data (i.e., timestamp or time interval of valid objects) where geometry 

of object changes over time.  Spatio-temporal correlation analysis is used for identifying the spatial and temporal relationships 

of multiple events. The spatio-temporal objects contain number of features in pattern discovery process. However, the existing 

spatio-temporal pattern discovery and prediction techniques are failed to predict the future event in accurate manner and time 

consumption remained unaddressed. Our main objective of the research is the spatio-temporal correlation, spatio-temporal 

pattern discovery and prediction with higher accuracy. In order to increase the performance of spatio-temporal pattern 

discovery and prediction, machine learning technique are employed in our work. 
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I. INTRODUCTION 

 The spatiotemporal object is an object 

with at least one spatial and one temporal property. The 

spatial properties are location and geometry of an object. 

The temporal property is time interval where the object is 

valid. Spatiotemporal object contains spatial, temporal and 

non-spatial attributes. Spatiotemporal datasets collects the 

changing values of spatial and thematic attributes over 

time period. An event in spatiotemporal dataset explains 

the spatial and temporal phenomenon at time ‘ ’ and 

location ‘ ’. Spatiotemporal data mining is a research area 

for development and for analysis of the large 

spatiotemporal databases. The patterns with the variations 

in space and time are termed as the spatiotemporal 

patterns. Spatiotemporal data mining tasks are employed 

for determining different types of potentially useful and 

unknown patterns from the spatiotemporal databases. The 

patterns and trends are employed for spatiotemporal 

phenomena and decision making or preprocessing step for 

analysis and mining. 

This paper is organized as follows: Section II 

studies the review on different spatio-temporal pattern 

mining, Section III portrays the study and analysis of the 

existing spatio-temporal pattern prediction techniques, 

Section IV explains the possible comparison of existing 

techniques. In Section V, the discussion and limitations of 

the existing spatio-temporal pattern prediction techniques 

are studied with future direction and Section VI concludes 

the paper.  

 

II. LITERATURE SURVEY 

A two-level hierarchy with time lag lasso was 

presented to handle dependency structure learning for 

mining the dependencies based on time lag [1]. The 

designed method depends on decomposition of coefficients 

into products of two-level hierarchical coefficients, namely 

feature level and time-level. But, the static dependency 

structure learning were failed to manage the time-varying 

observations. Socio-spatio-temporal important locations 

(SSTIL) and SSTIL mining problem were addressed with 

spatial, temporal and social dimensions of social media 

datasets [2]. The designed method discovered SSTILs 

depending on the user and group preferences. But, the 

spatio-temporal pattern discovery was not carried out with 

accurate manner. 

Cluster-Confidence-Rate-Boosting (CCRBoost) 

approach was presented to identify the hierarchical 

structure of spatio-temporal patterns at many resolution 

levels and construct predictive model depending on 

identified structure [3]. But, CCRBoost functioned based 

on the weight value for predictive modeling. In case of 

different number of training sample patterns, the weight 

value failed to update in small period of time. Two data 

mining techniques called support vector machine (SVM) 
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and group method of data handling (GMDH) was 

employed to recognize the spatiotemporal meteorological 

correlations [4]. The designed techniques forecast basin 

scale seasonal droughts. But, SVM classifiers were the 

weak classifier which failed to select the features. In 

addition, SVM has lack of transparency problem.  

A hierarchical trajectory clustering algorithm 

based periodic pattern mining addressed problems from 

traditional approaches, namely hierarchical reference spots 

and consideration of sequence [5]. But, it was not suitable 

for multi-level time periods and complex datasets. A 

model termed Star was introduced for spatio-temporal data 

in archaeology [6]. Star included vague representation by 

fuzzy dates and fuzzy relationships between them. A set of 

rules were described for deriving the temporal knowledge 

from the topological and stratigraphic relations. But, fuzzy 

relationships failed to select the spatio-temporal features as 

it functioned based on if-then rules. 

Nonparametric estimation of probability density 

function for dependent spatio-temporal data was carried 

out through recursive kernel approach [7]. Adaptive 

counterparts of classical recursive kernel estimate of 

spatio-temporal processes were updated when new 

observations were studied for spatio-temporal processes 

with weak dependence structures. However, it was very 

difficult to correlate the spatio-temporal processes by 

recursive kernel estimators. A new pattern-oriented data 

aggregation technique was embedded for automated 

reasoning in real time decision making [8]. The designed 

methodology included discovering spatio-temporal 

patterns from time series data by extended rough set based 

intelligent feature selection technique through multi valued 

decision systems. But, rough set-based rule induction 

process failed to increase dependence on complete 

information system. 

An interactive visual analytics system was 

designed to maintain the exploration of sparsely sampled 

trajectory data from social media [9]. A heuristic model 

minimized the uncertainty caused by social media data. 

Heuristic model was used only for searching process but, 

the feature selection was not carried out. New Spatio-

temporal Congestion algorithms were designed to 

construct causality trees from congestions and calculated 

propagation probabilities with temporal and spatial 

information of congestions [10]. But, the support rate 

failed to reflect the probability for tree formation given 

congestion at root segment. Spatial Clustering approach 

was designed to determine the spatiotemporal patterns of 

household travel from taxi trajectory dataset with large 

number of point locations [11]. But, the spatial clustering 

method failed to improve the performance of 

spatiotemporal pattern discovery for large number of point 

locations at different time intervals. 

The quality control measures were explained for 

real-time, spatio-temporal data from aggregator viewpoint 

[12]. But, spatial and temporal attributes with quality 

control measures failed to identify data timestamps or the 

locations in correct manner. An effective data-mining 

process was introduced to understand the travel patterns of 

individual metro passengers in Shenzhen [13]. The travel 

patterns in individual level develop the method to recover 

them depending on raw smart card transaction data.  

However, spatio-temporal pattern prediction was not 

carried out with higher accuracy.  

 The Functional dependencies theory was 

developed for minimizing the sizes of databases with the 

aid of eliminating redundant data [14]. But, spatio-

temporal pattern discovery was remained unaddressed. 

Apriori based algorithm for mining interesting patterns 

was designed by considering Conjunctive databases in 

[15]. However, the pattern detection rate was not 

improved. Data mining repeatedly sorts huge amounts of 

data for identifying known/unknown patterns and produces 

valuable new perceptions and makes effective predictions 

[16]. However, the consumption was high to discover the 

sequence of patterns. In the proposed Fast Hierarchical 

Relevance Vector Machine was developed to provide data 

mining –based maximum detection rate of attacks and 

minimum false alarm rate [17]. But, the performance of 

attack detection was not efficiently increased. 

III. SPATIOTEMPORAL DATA 

CORRELATION AND PATTERN 

DISCOVERY FOR PREDICTION 

Spatiotemporal data comprises the states of 

object, event or position in space over time period. Large 

amount of spatiotemporal data are collected from 

application fields like traffic management, environment 

monitoring and weather forecast. Spatio-temporal data are 

employed in many fields like environmental sciences, 

geophysics, oceanography, soil science, econometrics, 

epidemiology, environmental science, forestry, image 

processing. The phenomena of interest are continuous in 

space and time. The data are gathered with time and space. 

A plethora of procedure like atmospheric pollutant 

concentrations, precipitation fields and surface winds are 

classified through the spatial and temporal variability. 

A. Discovering Spatio-temporal Dependencies Based on 

Time-lag in Intelligent Transportation Data 

Two-Level Hierarchies with time Lag lasso 

(TLHL) method is introduced for mining the dependencies 

based on the time lag. The designed method is depending 

on coefficients decomposition into two-level hierarchical 

coefficients. The first level hierarchy denotes the feature 

level and the second level denotes the time-level. Feature-
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level component is employed for the space feature learning 

such as traditional feature learning determination. Time-

level component denotes the time feature learning. It 

correlates with the time lag and limited by the time lag 

distribution. The merits of two levels are spatiotemporal 

feature learning to the real value. The decomposition is 

used from the theory. A regression coefficient is similar to 

zero when any one of two components is zero. 

  The feature-level manage the dependency of 

prediction variables and respond variables.  The time-level 

component denotes the selection of the time lag. TLHL 

model places the Gaussian and Cauchy distributions for 

component coefficients as priors to reduce the model 

complexity. The prior information of time lag is collected 

in the intelligent transportation data. A probabilistic 

formulation was employed with probabilistic priors to 

hierarchical coefficients. An expectation-maximization 

(EM) algorithm is used to study the model parameters. The 

synthetic and real-world traffic data in TLHL model is 

efficient in mining the dependency because of considering 

the time lag. TLHL model is joins the concept of causality 

with regression algorithm. The traditional regression 

coefficient is divided into the products of two-level 

hierarchical coefficients.  

B. Discovering socio-spatio-temporal important 

locations of social media users 

Spatio-temporal important locations (SSTILs) are 

the locations that are often visited by the social media 

users in their social media history. Discovering SSTILs is 

essential application for recommender systems, 

advertisement applications, urban planning, etc. 

Discovering SSTILs is demanding task because of spatial, 

temporal, and social dimensions of datasets, devoid of 

adequate interest measures and the requirement for 

computationally-efficient algorithms.  

A new spatial, temporal, and social interest 

measures are employed to compute SSTILs and to 

determine the locations. The location density, visit lifetime 

and user prevalence measures are used. The time window 

incidence, temporal location significance for user and 

socio-spatio-temporal location significance interest 

measures are introduced to add the temporal dimension. 

The locations are classified as user-level socio-spatio-

temporal important locations and group-level socio-spatio-

temporal important locations. The designed technique 

employed user-level SSTILs to determine the group-level 

SSTILs.  

A naive algorithm performs the user-level spatial 

important locations and temporal important locations 

discovery independently. It joined the spatial and temporal 

locations to determine the user-level spatio-temporal 

important locations. SSTILs of user group are determined 

depending on the user prevalence of locations. The 

designed algorithm does not have early-pruning operation 

in naive algorithm. In Temporal-First Socio-Spatio-

Temporal Important Location (TF-SSTIL) Miner 

algorithm, temporal important locations are identified and 

spatial analysis of temporal important locations is carried 

out to find out the SSTILs. TF-SSTIL Miner algorithm 

minimizes the candidate important positions for spatial 

analysis. The temporal important locations are taken at 

spatial important locations discovery stage. The pruning of 

temporal unimportant locations increases the 

computational complexity. 

C. Hierarchical Spatio-Temporal Pattern Discovery 

and Predictive Modeling 

A spatio-temporal (ST) pattern is regarded as 

repeated sequence or association of ST events or ST 

features. For recognizing the sequences or associations, ST 

patterns of crime incidences, suitable distance-based and 

duration-based measurements are required to limit the size 

or shape of pattern. The nonstationarity property of ST 

patterns is identified by Radcliffe in crime patterns and in 

climate studies. A new approach called Cluster-

Confidence-Rate-Boosting (CCRBoost) diminishes the 

nonstationarity in detecting ST pattern by representing ST 

pattern as hierarchical structure. The designed approach 

constructs the predictive model depending on 

hierarchically learned pattern. The local abstracted patterns 

are detected from distributed demonstrations and 

hierarchically study the global ensemble pattern built on 

detected local patterns. The indicators are collected from 

original data. The indicators are spatio-temporal features 

as every indicator denotes primary factor of spatiotemporal 

context. When pattern of drunk-driving incidents takes 

place often in locations, one indicator in pattern is number 

of bars. 

 

 

 

 

 

 

 

  

              

…

… 

      

ETSP ETSP 

 

ETSP 

 

ETSP 

 

ST Pattern 

 

      

…

… 

DTSP 

 
ST 

Fe

at

ur

es 

…

… 

   

 

   

 

   

 

   

 

   

 

   

 

DTSP 

 

DTSP 

 

DTSP 

 



   International Journal of Computer Sciences and Engineering                                      Vol.6(5), May 2018, E-ISSN: 2347-2693 

  © 2018, IJCSE All Rights Reserved                                                                                                                                        320 

 

Figure 1 Hierarchical Spatio-Temporal Pattern 

Figure 1 explained the hierarchical spatio-

temporal pattern. Hierarchical Spatio-Temporal Pattern 

multi-level clustering method is introduced to detect local 

distributions at many granularity levels through changing 

number of clusters. The distributions are not-mutually-

exclusive sub-partitions where the features are learned 

effectively. DSTP discovery is inserted with feature 

selection process that selects the delegated indicators to 

denote the ST pattern. It is used for chronologically 

dissected datasets to detect the DSTPs at various time 

span. A real-world ST pattern is difficult the phenomenon 

to collect inside the single ESTP. A boosting approach 

with greedy search algorithm chooses DSTPs and forms 

ESTP to construct the predictive model by one layer of 

ESTP at time. Every layer of ESTP allocated the 

confidence factor based weight which is correlation in 

predictive model. Through finding all indicators of one 

location, the designed model predicts the occurrence of 

target event at location. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2 Flow Diagram of CCRBoost approach 

As described in figure 2, CCRBoost approach 

starts with feature construction stage where all indicators 

of different time periods at every location are generated. 

With indicators of one location in same time period, a 

feature vector ‘ ⃗’ is taken. Distributed Spatio-Temporal 

Pattern (DSTP) is taken out from distribution of locations 

with same feature vectors. Appropriate DSTPs was used 

with an Ensemble Spatio-Temporal Pattern (ESTP) 

through greedy algorithm. By boosting process, 

confidence-rate ‘ ’ ’is assigned repeatedly to every ESTP 

based on their weight and join all ESTPs into one model. 

A strong hypothesis  ( ⃗) depending on hierarchical 

model considered as global spatio-temporal pattern.  ( ⃗) 
is employed to predict occurrence of target events. 

 

IV. PERFORMANCE ANALYSIS OF SPATIO-

TEMPORAL CORRELATION, PATTERN 

DISCOVERY AND PREDICTION TECHNIQUES 

In order to compare the spatio-temporal 

correlation, pattern discovery and prediction techniques, 

no. of spatio-temporal features is taken to perform the 

experiment. Various parameters are used for increasing the 

correlation, pattern discovery and prediction performance.  

A. Feature Selection Time (FST) 

Feature selection time is defined as the amount of 

time taken to select the spatio-temporal features. It is 

difference of ending time and starting time of spatio-

temporal features. It is measured in terms of milliseconds 

(ms). FST is formulated by,  

FST = Ending time – Starting time of feature selection 

When the feature selection time is lesser, the 

method is said to be more efficient. 

Table 1 Tabulation for Feature Selection Time 

Number 

of spatio-

temporal 

features 

(Number) 

Feature Selection Time (ms) 

TLHL 

Method 

TF-SSTIL 

Miner 

algorithm 

CCRBoost 

Approach 

10 12 31 25 

20 15 33 28 

30 17 34 30 

40 21 37 31 

50 14 32 28 

60 11 29 25 

70 10 26 22 

80 14 28 24 

90 18 31 27 

100 22 35 31 

 

Table 1 describes the feature selection time with 

respect to number of spatio-temporal features ranging from 

10 to 100. Feature selection time comparison takes place 

on existing Two-Level Hierarchies with time Lag lasso 

(TLHL) method, Temporal-First Socio-Spatio-Temporal 

Important Location (TF-SSTIL) Miner algorithm and 

Cluster-Confidence-Rate-Boosting (CCRBoost). From 

table value, it is clear that the feature selection time using 

TLHL method is lesser when compared to TF-SSTIL 

Miner algorithm and CCRBoost. The graphical 

representation of feature selection time is shown in figure 

3. 
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Figure 3 Measurement of Feature Selection Time 

 

From figure 3, feature selection time based on 

different number of spatio-temporal features is described. 

It is clear that feature selection time gets increased or 

decreased due to excess of irrelevant features present in the 

input number of spatio-temporal features. From the figure, 

feature selection time of TLHL method is effectively 

reduced when compared to TF-SSTIL Miner algorithm and 

CCRBoost. This is because the TLHL method depends on 

decomposition coefficients into two-level hierarchical 

coefficients. The first level hierarchy represents the feature 

level and second level symbolizes the time-level. Feature-

level component is used for space feature learning like 

traditional feature learning determination. Time-level 

component denotes time feature learning. Therefore, 

feature selection time of TLHL method is reduced by 30% 

when compared to TF-SSTIL Miner algorithm and 18% 

when compared to CCRBoost.  

B.  Pattern Discovery Rate (PDR) 

Pattern discovery rate is defined as the ratio of 

number of pattern discovered correctly from the number of 

spatio-temporal features. It is measured in terms of 

percentage (%). PDR is formulated as, 

    
                                      

                                  
 

When the pattern discovery rate is higher, the 

method is said to be more efficient. 

Table 2 Tabulation for Pattern Discovery Rate 

Number of 

spatio-

temporal 

features 

(Number) 

Pattern Discovery Rate (%) 

TLHL 

Method 

TF-SSTIL 

Miner 

algorithm 

CCRBoost 

Approach 

10 64 88 72 

20 67 90 75 

30 62 84 70 

40 60 80 68 

50 64 86 75 

60 68 90 80 

70 72 94 82 

80 69 88 76 

90 75 92 81 

100 79 96 85 

 

Table 2 portrays the pattern discovery rate with 

respect to number of spatio-temporal features ranging from 

10 to 100. Feature selection time comparison takes place 

on existing Two-Level Hierarchies with time Lag lasso 

(TLHL) method, Temporal-First Socio-Spatio-Temporal 

Important Location (TF-SSTIL) Miner algorithm and 

Cluster-Confidence-Rate-Boosting (CCRBoost). From 

table value, it is clear that the pattern discovery rate using 

TF-SSTIL Miner algorithm is higher when compared to 

TLHL method and CCRBoost. The graphical 

representation of pattern discovery rate is shown in figure 

4. 

 

 

Figure 4 Measurement of Pattern Discovery Rate 

 

From figure 4, pattern discovery rate based on 

different number of spatio-temporal features is described. 

From that, pattern discovery rate on TF-SSTIL Miner 

algorithm is higher than TLHL method and CCRBoost. 

This is done by detecting temporal important locations and 

performing spatial analysis of temporal locations to 

discover SSTILs. TF-SSTIL Miner algorithm reduces the 

candidate important positions for the spatial analysis. This 

in turns, important locations only considered at the spatial 

important location discovery stage.  Therefore, pattern 

discovery rate is improved in TF-SSTIL Miner algorithm 

by 30% than TLHL method and 16% than CCRBoost.  
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C. Prediction Accuracy 

 Predictive accuracy is defined as the rate at which 

the spatio-temporal patterns get predicted in accurate 

manner. Ii is measured in terms of percentage (%). It is 

formulated as,  

      Number of spatio-temporal patterns predicted correctly 

PA= 

          Total number of spatio-temporal patterns 

 

When the prediction accuracy is higher, the 

method is said to be more efficient. 

 

 

Table 3 Tabulation for Prediction Accuracy 

Number of 

spatio-

temporal 

data 

(Number) 

Prediction Accuracy (%) 

TLHL 

Method 

TF-SSTIL 

Miner 

algorithm 

CCRBoost 

Approach 

10 63 69 81 

20 65 72 83 

30 66 74 86 

40 68 78 88 

50 70 80 89 

60 65 76 85 

70 75 84 92 

80 78 86 93 

90 80 87 95 

100 83 90 98 

 

Table 3 explains the prediction accuracy with 

respect to number of spatio-temporal data ranging from 10 

to 100. Prediction accuracy comparison takes place on 

existing Two-Level Hierarchies with time Lag lasso 

(TLHL) method, Temporal-First Socio-Spatio-Temporal 

Important Location (TF-SSTIL) Miner algorithm and 

Cluster-Confidence-Rate-Boosting (CCRBoost). From 

table value, it is clear that the prediction accuracy using 

CCRBoost is higher when compared to TLHL method and 

TF-SSTIL Miner algorithm. The graphical representation 

of prediction accuracy is described in figure 5. 

 

 

Figure 5 Measurement of Prediction Accuracy 

 

From figure 5, prediction accuracy based on 

different number of spatio-temporal data is explained. It is 

clear that prediction accuracy gets increased or decreased 

due to irrelevant feature selection in earlier stage. From 

that, prediction accuracy of CCRBoost is higher than 

TLHL method and TF-SSTIL Miner algorithm. This is 

because CCRBoost approach starts with the feature 

construction stage where all indicators from the original 

data are generated. With indicators of one location, feature 

vector are taken. Distributed Spatio-Temporal Pattern 

(DSTP) is extracted from the distribution of locations with 

similar feature vectors. DSTPs were used with Ensemble 

Spatio-Temporal Pattern (ESTP) through greedy 

algorithm. Confidence-rate is assigned to ESTP depending 

on weight and combines all ESTPs into one technique. The 

prediction accuracy of CCRBoost is improved up to 25% 

than TLHL method and 12% than TF-SSTIL Miner 

algorithm.  

V. DISCUSSION ON SPATIO-TEMPORAL 

PATTERN DISCOVERY AND PREDICTION 

TECHNIQUES 

Two-level hierarchy with time lag lasso method 

was designed for mining dependencies by time lag. The 

designed approach was depending on decomposition of 

coefficients into products of two-level hierarchical 

coefficients, namely feature level and other denotes the 

time-level. A probabilistic formulation was carried out 

through relating the probabilistic priors to hierarchical 

coefficients and design expectation-maximization (EM) 

algorithm to detect the model parameter. The static 

dependency structure learning were failed to manage the 

time-varying observations. In addition, the evolvement of 

dependencies and time lag in a network were not 

monitored.  
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SSTIL Miner algorithm is introduced to discover 

the spatial locations and then temporal analysis of spatial 

important locations is performed. SF-SSTIL Miner 

algorithm applies spatial pruning at earlier stage and 

spatial important locations are considered at the temporal 

important locations discovery stage. The designed 

algorithms were employed for socio-spatio-temporal 

important location discovery. The designed interest 

measures are employed to find out the SSTILs efficiently 

depending on user and group preferences. However, 

spatio-temporal pattern discovery was not carried out with 

accurate manner. 

 CCRBoost was employed to detect the 

hierarchical structure of spatio-temporal patterns at many 

resolution levels and design predictive model depending 

on identified structure. Distributed spatio-temporal pattern 

(DSTP) was taken out from the distribution that comprises 

locations with same indicators at the same time period and 

by multi-clustering. ESTP symbolizes spatio-temporal 

pattern of different regularities or non-stationary pattern. 

But, CCRBoost functioned depending on only weight 

value for predictive modeling. For different number of 

training sample patterns, the weight value failed to update 

in lesser time. 

A. Future Direction  

The future direction of spatio-temporal pattern 

discovery can be carried out using correlation and 

ensemble classification techniques for improving the 

prediction performance with high accuracy and lesser time 

consumption. 

 

VI. CONCLUSION 

A comparison of different existing spatio-

temporal correlation and patter discovery for prediction is 

studied. From the study, it is observed that the existing 

techniques failed to improve the prediction performance 

with better accuracy and minimal time. The survival 

review shows that the existing two-level hierarchy with 

time lag lasso method failed to manage the time-varying 

observations. In addition, spatio-temporal pattern 

discovery was not carried out with accurate manner. The 

wide range of experiments on existing methods determines 

the performance of many predictive scheduling techniques 

with its limitations. Finally, from the result, the research 

work can be carried out using machine learning techniques 

for improving the performance of spatio-temporal pattern 

discovery and prediction. 
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