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Abstract- Folding plays imperative role in the cross validation studies of machine learning based models. The folding divides 

the original sample into training and test sets, which evaluate performance of the machine learning based models and present 

scenarios for optimising the efficacy of such models. The present study discusses about the computational approaches applied 

for preparing training and test sets at different folds from 12S rRNA molecular marker sequence dataset of fish and application 

of these sets to estimate the performance of the proposed models based on machine learning techniques viz. Random Forest 

and Support Vector Machine. Additionally, the study presents the comparative accounts on efficacies of these models 

estimated at different folding. The findings from the study showed that folding has linear relationship with the efficacy of the 

model. The model with random forest was found better for solving the classification problems of the molecular marker 

sequence data. This study provides understanding on utility of the folding level in increasing the efficacy of the machine 

learning based methods and suggests for suitable machine learning method for solving the multiclass problem data especially 

where the identification using the molecular markers sequence data is involved. 
 

Accessibility of the supporting documents-- http://mail.nbfgr.res.in/FishIdMar/.  
 

Keywords-- Machine learning method, Random forest, Support vector machine, Folding level, 12S rRNA, Cross validation. 

 

I. INTRODUCTION 

 

Machine learning featuring data analysis automates the 

analytical model building [1] and make such models capable 

to find hidden insights without being explicitly programmed. 

Scientific community concentrating on new techniques and 

methods that would reduce the processing time and increase 

the accuracy level at the same time [2]. Processing of raw 

data increases at respected domain due to the advancement 

technique in data mining [3]. All machine learning 

classifiers improve with experience during the cross-

validation phase. Crossvalidation plays an imperative role in 

estimating the performance of a classifier and number of 

folds during cross-validation accounts much in providing the 

training and test datasets and their subsets on which machine 

learning classifier works. For example in 10-fold cross 

validation, data is broken into 10 sets of size n/10. Now train 

classifier on 9 datasets and test on 1. Repeat 10 times and 

take a mean accuracy.   

Due to innovation in new technological 

development of high-throughput sequencing and further 

reduction in sequencing cost, an enormous amount of 

molecular data are generated and stored in public 

repositories to make them available for researchers. Only the 

few workers used the sequence data of different molecular 

markers stored in public repositories for developing the 

machine learning models based on supervised or 

unsupervised methods to solve the classification problems. 

Random forest and Support vector machine classifiers are 

widely used supervised learning methods to solve 

classification problems and used extensively to solve the 

classification problems using molecular marker sequence 

data [4]. Molecular data of ribosomal RNA (rRNA) plays an 

important role in structure prediction and protein synthesis 

[5], [6]. Among vertebrates, sequences of 12S ribosomal 

RNA (12S rRNA) gene have been used widely for 

phylogenetic study among different levels of taxa such as 

families, genera, and species [7], [8], [9]. Because of the 

high mutation rate, 12S rRNA gene is used for species 

identification as it produces a significant amount of 

sequence variation in closely related species. In machine 

learning, preparation of datasets for 12S rRNA sequence 

data at different folding levels produces different 

conservation of sequence variation. A huge amount of 12S 

rRNA gene raw data is available in the public domain. 

Several methods have been proposed to analyse 12S rRNA 

data like RAPD fingerprinting [10], DNA hybridization [11] 

restriction fragment length polymorphism [12] and real-time 
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PCR [13]. Till now, hardly any worker has computationally 

analysed the 12S rRNA data for identification of fish using 

the supervised machine learning classifiers at different 

foldings.  

The present work discusses the cross-validation 

studies of 12S rRNA data based on two supervised learning 

models constructed using the Random Forest (RF) and 

Support Vector Machine (SVM) techniques at 3 and 5 folds. 

Additionally, collection of raw data from public domain and 

its curation with feature extraction and finally developed a 

model are explain in material and method section of the 

paper. Finally in result section, work presents the 

comapartive accounts on the performance of both classifiers 

estimated for solving the identification problem using 12S 

rRNA gene sequence dataset of fish species. 
 

II. MATERIAL & METHOD 
 

A. Primary dataset: 

National Centre for Biotechnology Information (NCBI) [14] 

was used for downloading raw sequences of 12S rRNA of 

six fish taxa viz. Coelacanthimorpha, Hyperoartia, 

Hyperotreti, Actinopterygii, Dipnoi, and Chondrichthyes 

using the query “("Coelacanthimorpha" OR "Hyperoartia" 

OR "Hyperotreti" OR "Actinopterygii" OR "Dipnoi" OR 

"Chondrichthyes") AND 12S rRNA” in the nucleotide 

search option of NCBI. In totality, 25729 records of 12S 

rRNA confirming to 687 MB size were downloaded on 24 

March 2017. 

B. Feature extraction and conversion 

The downloaded raw sequences of 12S rRNA are 

combination of nucleotide sequences of four base pair of A, 

T, C and G (Adenine (A), Thymine (T), Guanine (G) and 

Cytosine (C). As machine learning classifier work on 

numerical feature vector [15], each nucleotide charcater 

from the nucleotide sequences was extracted and converted 

into the the numerical feature vector using the four-bit 

binary fixed mapping method. Thus, ‘A’ was represented by 

'1000', ‘T’ by '0100', 'G' by '0010' and 'C' by '0001' using the 

four-bit pattern. Other characters were represented by 

‘1111’. To do this task an algorithm using the Perl script 

language under Windows platform was designed and 

implemented. This algorithm converts the string feature 

vectors into the tab spaced characters and then into a four-bit 

binary pattern. The reason for converting nucleotide 

sequences into binary feature vector was to acheve the better 

classification performance on the diverse datasets [16]. 

C. Preparation of datasets 

12S rRNA molecular marker is a highly mutated gene and 

available almost in all vertebrateswith an average of 950 bp 

length [17]. In the present study, 650 bp of 12S rRNA was 

taken up for preparing training and test datasets at 3 and 5 

folds. For preparing training and test datasets at different 

folds, three scripts 

‘IndividualGeneSeqParse_Dowloaded.pl’, 

‘SameSeqLengthMaker.pl’ and ‘TrainednTes Dataset.pl’ 

were designed and implemented using the Perl language 

under the Windows operating environment. These scripts are 

logically linked together and work as a pipeline in which 

output produced by one script works as input for another. 

The first Perl script 

(‘IndividualGeneSeqParse_Dowloaded.pl’) takes original 

sequence dataset of 12S rRNA in fasta format file as input 

and applies different type filters to remove the unwanted 

sequences based on the values input by the user. This script 

provides the ability to generate a dataset of sequences having 

sequence length from 300 to 1800 base pair. Thereafter, the 

second Perl scripts (‘SameSeqLengthMaker.pl’) applies a 

filter on the output of the previous script to prepare the 

sequence datasets of 650 bp length only. This output is a 

curated dataset which is used further as input by third script 

(‘TrainednTesDataset.pl’) that prepares the binary coded 

training and test datasets at different folds. In the present 

study 3 and 5 values were used as foldings to generate the 

training and test datasets. 

D. Design of framework and model building 

For cross-validation studies of 12S rRNA molecular marker 

at different folds, the machine learning models based on 

random forest and support vector machine algorithms were 

designed and implemented under R platform. These models 

accept training and test datasets as input. The training sets 

were used for training the models and test sets were used to 

estimate the performance of the models. Figure 1 shows the 

architecture of the framework built for identifying fish using 

12S rRNA molecular marker sequence data based on RF and 

SVM techniques.. The framework also provides the accuracy 

assessments predicted by these models. 

 
Figure 1:Architecture of the framework for identying fish using 

12S rRNA molecular marker sequence data. 
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III. RESULTS & DISCUSSION 
 

A. Curated dataset 

A total of 25729 sequences of 12S rRNA gene were 

downloaded using the query expression. A curated sequence 

dataset of 6956 sequences was obtained as output from 

‘IndividualGeneSeqParse_Dowloade d.pl’ program and this 

dataset was further divided into four different datasets based 

on number of records per species (3, 4, 5 and 10). In order to 

obtain the curated sequence dataset of uniform length, 

‘SameSeqLengthMaker.pl’ program was applied on the 

datasets produced as output by the earlier program and in 

this way the sequence datasets of 650 base pair length were 

obtained, which were used further for feature extraction and 

conversion. Finally, ‘TrainednTesDataset.pl’ program was 

run with 3 and 5 folds on the outputs produced by the 

‘SameSeqLengthMaker.pl’. This program provided binary 

coded training and test sets as output in respect of each 

dataset. In three folding, 3 subsamples of training and test 

datasets were produced whereas in five folding the 5 

subsamples of training and test datasets were generated. 

Thus, a total of 17 subsamples for training and 17 

subsamples for test datasets were generated based on the 

curated records in the four datasets. Table 1 presents the 

details on the four curated datasets accomplished after 

applying ‘IndividualGeneSeqParse_Dowloaded.pl’ program 

and Table 2 lists the training and test datasets generated 

using 3 and 5 folds as output produced by 

‘TrainednTesDataset.pl’ program. 

 

Table1: List of curated datasets based on number of 

sequence records per species. 
Marker Sequence 

frequency 

Number of 

species 

Curated 

datasets 

12S rRNA 

3 100 2849 

4 100 2590 

5 100 2433 

10 40 2010 

 

Table2: List of training and test datasets at different folding 

level. 
Folding 

Level 

Frequency 

of the 

records 

Test Datasets Training Datasets 

Datasets No. of 

records 

Datasets No. of 

records 

3 

3 

I 240 I 2609 

II 240 II 2609 

III 240 III 2609 

4 

I 150 I 2440 

II 150 II 2440 

III 150 III 2440 

5 

I 110 I 2323 

II 110 II 2323 

III 110 III 2323 

10 

I 43 I 1967 

II 43 II 1967 

III 43 III 1967 

5 10 

I 43 I 1967 

II 43 II 1967 

III 43 III 1967 

IV 43 IV 1967 

V 43 V 1967 

Total number of 

Datasets: 

17 17 

 

B. Availability and accessibility of models and data 

An online downloadable FTP folder named as FishIdMar 

accessible at URL: http://mail.nbfgr.res.in/FishIdMar/. was 

created to facilitate the scientific community for making use 

of the model and data both. It is freely available for all type 

of user and in this folder the prepared datasets and 

FishIdMar model both has been provided to validate the 

work at different folding level and to use in their works. The 

nucleotide sequences datasets of fish species are available in 

three and five levels both having minimum 3 or 4 or 5 or 10 

records per species. These datasets have already been 

validated by FishIdMar model based on random forest and 

support vector machine techniques. 
 

C. Analysis of the dataset 

The proposed models based on RF and SVM were 

constructed on R platform to identify fish using the training 

and test sets obatined at 3 and 5 foldings from the original 

sequence datasets of different genes. Figure 2 presents the 

accuracies estimated by these proposed models. From this 

figure, it is evident folding has linear relationship with the 

accuracy of both the classifiers and follows the uniform 

trend. In both the folding situations, the performance of RF 

was estimated better than SVM. 
 

Though several studies in the past have been done to 

validate the developed models, hardly any study provides 

information about increasing the efficacy of the model 

prepared for the molecular marker sequence datasets. In the 

present study, the cross-validation studies of the proposed 

models were done using the training and test datasets 

generated at 3 and 5 foldings and based on the number of 

records per species. This work justifies the work done by 

earlier workers [18], [19], [20], [21]. Further earlier works 

were performed on the small datasets of different organism 

available online [18], [19], [20], [21] while this study not 

only develops the indigenous datasets of different fish taxa 

from the open source of NCBI at the different folding level 

of fixed base pair length, but also higlights on the use of 

these datasets by the constructed models and assessing the 

predicted efficacies. Besides, these dataset are directly 

usable to any machine learning classifier. 

   
(A) (B) 

Figure 2:Efficiency of four datasets at different folding 

level by (A) RF and (B) SVM 
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IV. CONCLUSION 

 

The present study presents a case study in which 

performance of the constructed model was evaluated at 

different folding levels for 12S rRNA molecular marker 

dataset. The study also determines the best classifier for 

identification of fish and model based on RF was estimated 

as the best classifier relative to SVM. In addition, this study 

highlights the primitive role of foldings in getting the usable 

datasets and determing the performance of the machine 

learning models in relation to foldings. During the study, it 

was found that the selection of suitable folding level and 

base pair length play an effective role in accomplishing the 

better accuracy. Thus, this study can play a pivotal role for 

the scientific community interested in machine learning 

based models who wish to estimate the performance of their 

constructed models and assess the efficacies in relation to 

others.    
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