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Abstract— Cloud computing is a promising computing paradigm.  Load balancing and rebalancing in cloud are important and 

challenging research area.  Distributed file systems is the main building block in cloud computing.  The large files will be 

divided into number of chunks and distributed into different systems. These chunks were allocated to each node to perform 

map reduce functions parallel over the nodes. Cloud is a dynamic environment, updating, replacing and adding of new nodes to 

the environment is a normal concern. This will impact the anatomy of the system and the chunk distribution will become 

uneven among the nodes. To overcome this, reallocate the chunks uniformly in the nodes.  Load balancing and re-balancing 

helps to achieve high user satisfaction and well resource utilization. Emerging distributed systems are strongly depends on a 

central node for chunk reallocation. In a giant cloud central load balancer is put under significant workload and may lead to a 

performance bottleneck and single point of failure. This survey aims to study the different algorithms and issues of load 

balancing in cloud computing. 
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I. INTRODUCTION 

    Cloud computing is the “wave of future”.  It is a 

buzzword that means it is different for different people. 

Cloud computing is an on demand service in which 

resources, information, software and other devices are 

provided according to the clients requirement at specific 

time. The information stored on servers, but can be accessed 

and changed by all cloud clients [13]. In fact, Cloud 

computing connects so many nodes together for allocating 

resources dynamically. The entities in large clouds may 

randomly fail or join while maintaining system reliability. 

      Distributed File System is a key component of large 

scale cloud computing platforms. It includes many systems 

that allow multiple users to access files distributed on 

multiple machines via computer network.  Cloud computing 

supports a distributed architecture and its operations are 

performed in a distributed manner.  Load balancing and re-

balancing is the main key factor in a large distributed 

environment for the proper distribution of load among the 

nodes.  In distributed file system, a large file is divided into 

number of chunks and allocates each chunk to separate 

nodes to perform Map-Reduce function parallel over each 

node [1]. The main aim of load balancing is to allocate files 

to these nodes without applying heavy load to any of the 

nodes.  Another objective is to reduce the network traffic 

and inconsistencies due to the imbalance of loads. Effective 

load balancing will reduce the network bandwidth 

utilization in distributed file systems. The load of each node 

should be balanced to improve system performance, 

resource utilization, response time and stability. 

       The existing cloud systems heavily depend on a central 

node to balance the loads in their nodes. If the number of 

subscribing client increases, linearly, the central node 

becomes a performance bottle neck.  They cannot 

accommodate a large number of file accesses due to the 

large number of process for Map-Reduce function in central 

node.  It intensifies the load imbalance problem. A load 

balancing algorithm tries to balance the total system load by 

transferring the workload from heavily loaded nodes to 

lightly loaded nodes to ensure good overall performance 

relative to some specific metric of system performance. In 

this study there were several existing load balancing 

techniques are discussed.  

 

II. CHALLENGES FOR LOAD BALANCING 

 

     Load balancing and rebalancing is a complicated task in 

cloud computing. The main challenges [2] in load balancing 

are summarized below. 

 

A. Automated Provisioning Of Service 

 

The key feature of cloud computing is flexibility. The 

advantage of automated provisioning is to provide the 

flexibility in the cloud. That means resources can be 

allocated or released automatically.  

 

B. Node’s Spatial Distribution 

Several existing algorithms are efficient only for closely 

located nodes where negligible communication delays are 
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present. It is a basic issue for implementation of load 

balancing algorithm that work for spatially distributed 

nodes. To give maximum service quality, the speed of the 

network links, the distance between the task nodes and 

client node, and also the distances between the nodes must 

be considered. A good load balancing algorithm efficiently 

and effectively tolerates large delays. 

 

C. Storage And Replica Management 

Replica management is important and algorithm that 

supports full replication does not give efficient storage 

utilization. All replication nodes contain the same data and 

it causes higher costs for more storage. The algorithm 

which has constant number of replica provides better 

performance. But replication increases the complexity of 

the load balancing algorithm when file availability needed 

due to node failure. 

D. Centralized Approach 

Centralized approach simplifies the design and work 

effectively and efficiently. The disadvantage of these 

algorithms is the single point of failure.  They have one 

central node for controlling all activities. The central node 

becomes the performance bottleneck when the number of 

file access increases. If the central node fails, then the 

whole system would fail. The distributed load balancing 

algorithm avoids the single point of failure. This approach 

gives better performance and reduces the network traffic. 

 

E. Complexity 

 

Load balancing algorithms with less complexity are better 

for good performance. There will be negative effect for 

more complex algorithms. So simple load balancing 

algorithms are more preferred.   

 

F. Migration Time 

It is the time taken by the process to migrate from one node 

to another. If migration time increases, performance of the 

algorithm decreases and vice versa. 

 

III. REVIEW OF LOAD BALANCING 

ALGORITHMS 

 

A. Round Robin Algorithm 

This is a famous load balancing algorithm based on the 

random sampling method. This algorithm randomly selects 

the load when imbalance occurs. An unbalanced system 

contain both overload and under-load nodes. It requests for 

the node with least connections [4]. This algorithm is not 

suitable for all kinds of system. 

 

B. Throttled Load Balancing Algorithm 

It selects proper virtual machine for allocating a particular 

job. The job manager contain list of all virtual machines [4]. 

It assigns particular job to a particular machine using index 

list. If the job is suited for a particular machine than current 

machine, then that job assigns to that machine. It put the job 

in queue if no machines are available. 

 

C. Biased Random Sampling 

 

In this method servers are treated as nodes. Virtual graph is 

constructed by load on the nodes with degree directed to 

respective resources to the server [5]. When the server starts 

executing the job it reduces the in-degree. That means there 

is a reduction in availability of free resources. Also the 

server completes the job; the in-degree gets incremented.  It 

indicates the increase in availability of resources. When the 

execution starts at any node and the random neighboring 

node will be select for next job to be executed.  This load 

balancing helps to achieve the efficiency and suited for 

many cloud networks. 

 

D. Equally Spread  Execution Algorithm 

 

It spreads the loads into different virtual machines. The 

loads are distributed randomly in virtual machines based on 

the priority [4]. The file size and load capacity of each 

virtual machine would be checked before performing the 

distribution. This method uses spread spectrum technique 

and also maintains a queue. It achieves high throughput and 

take less time. 

 

E. Active Clustering 

 

This is a modified version of random sampling. This 

algorithm works on the principle of grouping similar nodes 

together and start working on this group nodes .This method 

[12] uses the resources efficiently. The match-maker 

concept was introduced in this algorithm. The process gets 

initiates and searches for the next matching node when an 

execution starts in the network. It satisfies the criteria that 

the node is different from the former one. If the match-

maker is found the process gets initiated, gets over the 

match-maker and gets detached from the network. It is an 

iterative process for balancing the nodes. 

 

F. A Two Level Task Scheduling Algorithm 

 

This method obtains dynamic requirements of users and 

high resource utilization. It maps the tasks to virtual 

machines and then virtual machines to host resources [6]. 

Thus the load balancing is achieved. It improves the task 

response time and resource utilization. 

 

G. Min-Min Algorithm 

It contains a set of tasks and calculates the minimum 

execution time for all tasks [10].The minimum time is 

selected and according to the minimum time, the task is 

scheduled on corresponding machine. It updates the 
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execution time of all other tasks by adding the execution 

time of the assigned task. The assigned task is removed 

from the list of the tasks. The same procedure will repeat 

until all the tasks are assigned on the resources. The 

drawback of this method is starvation. 

 

H. Max-Min Algorithm 

 

This method is little different from the min-min algorithm. 

The minimum execution time is calculated and maximum 

value is selected [11].The task with maximum time is 

scheduled for the corresponding machine. The execution 

time of all other tasks will get updated in machines. And 

apply the remaining procedure of min-min algorithm 

I. Token Routing Algorithm  

 

The routing algorithm needs information about workload 

distribution. This drawback can be removed with the help of 

heuristic approach of token based load balancing. This 

algorithm [7] provides the fast and efficient routing 

decision. To make their decision about the token where to 

pass, they actually build their own knowledge base. It is 

derived from previously received tokens. 

 

J. Honey Bee Foraging Algorithm 

This algorithm is based on the behavior of honey bees in 

finding their food [3].It is a nature inspired algorithm. It 

groups virtual servers. It also maintains a queue for each 

virtual server. When a request is served by the server, it 

calculates the profit and compares it with the colony profit. 

If high profit exists then the server stand on the current 

virtual server otherwise server returns to the forage 

behavior. 

 

K. Ant Colony Optimization Algorithm 

 

This algorithm based on ant’s pheromone to Collect and 

update information about the nodes and selecting a 

particular node to assign the work. Ant starts its movement 

when the request is initiated [9].There are two types of 

movements. In Forward movement ant continuously 

moving forward direction and check each node is 

overloaded or under loaded. In Backward Movement ant 

moves in backward direction. If ant finds the target node for 

overloaded node, it will commit suicide. And thus load 

balancing is done. This is a nature inspired algorithm. 

 

 

 

TABLE I 

Comparison of Load Balancing Techniques in Cloud

  

LOAD BALANCING 

ALGORITHMS 
MERITS DEMERITS 

Round Robin Algorithm High throughput, Less Overhead 
Less Fault tolerance, Increased network 

traffic  

Biased Random Sampling 
High Resource Utilization, Increased 

Performance 
Overhead is High, More migration time 

Equally Spread execution Algorithm Improved Performance High computational overhead 

Token Routing Algorithm 
Minimum System cost, No 

Communication Overhead 
Less Scalable 

Min-Min Algorithm 
Less Overhead, High Resource 

Utilization 
More Migration time, Less Scalability 

Max-Min Algorithm 
High Throughput, Minimum Response 

Time 

Less Scalability, Increased Migration 

time                                                                                                                         

Active Clustering 
Less Overhead, Minimum Migration 

time 
Less Throughput, Less Efficient 

Ant Colony Optimization 
Performance increased, High Resource 

utilization and  Fault tolerance  
Complex Network 

Throttled Load Balancing Algorithm  High Load Movement Factor 
High Communication Cost, High 

Network Delay  

Two Level Task Scheduling 

Algorithm  

Maximize Response Utilization, 

Increased  Performance  
Increased Response time 

Honey Bee Foraging Algorithm Maximize throughput, Low overheads 
Low Priority Load Continuously on the 

Queue 
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IV. CONCLUSION 

This paper reviews various existing load balancing methods 

for distributed file systems in cloud. Each method has its 

own merits and demerits. Several limitations are faced by 

most of the previously described algorithms. By achieving 

effective load balancing, system attains high resource 

utilization and user satisfaction. So there is a need of 

effective load balancing algorithm which ensures shorter 

access time and more accuracy. According to this study, a 

distributed load balancing and re-balancing algorithm 

needed, which provides high performance and less failure 

risk. It will also be focus on reduced data transfer and the 

network bandwidth usage. 
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