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Abstract—Major objective of cloud provider is to maximize the resource utilization of cloud servers as well as to reduce the 

energy consumption and operative cost of the datacenter. However, the servers in many existing datacenters are underutilized 

in practice due to over-provisioning of peak demand. Many times, the datacenter come across situations wherein large number 

of application requests simultaneously demand multidimensional resources such as CPU, memory, bandwidth. In such 

situations it is highly impractical for the cloud service provider to satisfy the application requests of all the users within 

stipulated time, especially when sufficient resources are not available with them. In order to address this problem, we designed 

a system which measures the resource utilization of all servers before allocating the application requests to server and then 

dynamically allocate the application requests to the server which is underutilized. This yields in improving the overall 

utilization of servers. Our system initially checks the server utilization in terms of CPU, Memory and Bandwidth resource 

utilization against predefined threshold value. If resource of any server goes beyond its threshold value, then application 

request will not be allocated to that server to avoid the server overloading. That means our system redirect the application 

request to the underutilized server so as to improve the server resource utilization in the face of multidimensional resource 

constraints. The experimental results demonstrate that our system improves the overall server resource utilization by 10%. 

 

Keywords— Cloud Service Provider, User Request, Resource utilization, Resource constraints. 

I.  INTRODUCTION  

The cloud access information globally, it is available anytime 

and anywhere on demand [1]. Cloud server is created to 

manage and store data and runs different applications & 

deliver the services  

 

The cloud provides mainly three types of services. (SaaS) 

Software as a service, in this application runs on cloud 

Infrastructure and accessible from different client devices 

through a program interface or web browser. (PaaS) 

Platform as a service, in this get a core OS and other 

building block services which allow to run third-party or 

your own application. Application created using 

programming languages, services, libraries and tools 

supported by the provider. (Iaas) Infrastructure as a 

Service, this provide different services such a 

Storage, virtualization, Load balancers and 

Networking etc. 

There are four types of cloud deployment models on the 

basis of size and access. Public Cloud Infrastructure is open 

to use, flexible, low Cost and Reliable. Private Cloud is 

owned by particular organization, enterprise or institution. 

Private cloud provides better security, better control than the 

public cloud. Community cloud is a cloud shared manually 

by specific community from different organization or firms 

and use for ventures, joint businesses, and research 

organization. Hybrid cloud is a combination between two or 

more clouds (public, private or community) [2]. 

Virtualization is the technology is to create virtual version of 

actual machines such as desktop, server, operating system, 

and network or storage device. Due to the virtualization 

multiple applications and OS can run simultaneously on the 

same machine. This minimizes the cost and increases 

flexibility, utilization and efficiency of exiting computer 

hardware [3]. 

Resource Management is a main issue in cloud computing. 

Providing all requested resource is the challenging task to 

cloud provider. Resource management and allocation is very 
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complex task in cloud computing thus allocation of cloud 

resources must be efficient and in a fair manner [4-8]. 

Load balancing is distributing the amount of work which 

gives high availability of resources. It also improves the 

reliability & performance of databases, applications, websites 

and also different services by dividing the work load across 

multiple cloud servers. There are some of the cloud 

computing issues such as Virtual Machine Migration, Energy 

Management, Resource overloading in server etc. [9-14]. 

Rest of the paper is organized as follows: section II describes 

related work. Our contributions are presented in section III. 

Section IV represents proposed system architecture along 

with proposed algorithm to handle the system efficiently. 

Section V describes performance analysis & Conclusion is 

discussed in section VI. 

II. RELATED WORK  
 

This section presents different resource allocation and 

scheduling techniques which helps to present our proposed 

work. 

Jue Nie, et.al has proposed a scheduling algorithm using 

hybrid approach i.e. combination of genetic as well as ant 

colony algorithm which can be used in cloud computing for 

task scheduling [15].  

An approach proposed by Hsin-Yu Shih has analyzed the 

policies which focuses on logical resources which are free 

and does not focus on the physical resources, so this work 

improves the resource utilization [16].  

The approach discussed by abrol et.al is about how the 

service of cloud like PAAS and IAAS controls the 

management and placement of the resources for the tasks 

provided to the cloud [17].  

Gema Ramadhan et.al has provided an algorithm which 

provides efficient as well as good mechanism which assigns 

multiple client requests to multiple cloud nodes using their 

algorithm which helps in achieving the efficiency [18]. 

 Rohit nagar et.al proposed an algorithm to reducing the 

execution time for scheduling purpose in cloud environment 

called as PEFT genetic algorithm. As the proposed approach 

have some advantages like reduces the completion time and 

increases the resource utilization and also performs better at 

scheduling of tasks [19]. 

A new approach is proposed by Neha Sethi, et.al named as 

variance honey bee behavior with multi-objective 

optimization method because of the bad convergence speed 

of previous approaches like genetic algorithm, non-

dominated sorting genetic algorithm and techniques like ant 

colony optimization where all are NP-complete in nature 

[20].  

Using dragonfly optimization algorithm because of its speed 

and preciseness in scheduling responsibilities Zahra Amini 

et.al. Proposed an approach that gives a procedure of 

allocating resources to digital machines in cloud computing. 

By using this technique there was improvement in the 

resource allocation and load balancing between virtual 

machines as compared to other approaches when considered 

factors like response and execution times [21]. 

The main focus given in a work of Ojasvee Kaneria et.al is to 

speed up the access speed by modifying the load balancing 

algorithms as the effective use of cloud depends upon the 

factors like security, privacy and most importantly speed 

[22]. Zhang jiadong et.al proposed an approach which uses 

threshold window strategy and an advanced AR prediction 

model to reduce migration of VMs [23]. The framework also 

improves reliability of datacenter but the framework also has 

its issues like fast response time, error handling and 

distributed response. 

P Geetha, et.al summarizes different load balancing 

algorithm in cloud computing along with its advantages and 

disadvantages. How all type of load balancing algorithms can 

be used in hybrid environment like green cloud computing vs 

mobile cloud computing or any other computing 

environment are also discussed [24]. 

Sajeeb Saha et.al developed an approach for cloud migration 

decision-making algorithm to compute-extensive tasks. It is 

also used to decide the feasibility of execution on a cloud 

server instead of a cell device. It can be seen as entirety time 

may be reduced by aspect of 6 to eight of cellular carrier 

when a cloud server is utilized [25]. 

M. Kumar et.al discussed different vm scheduling algorithm 

in terms of various performance parameters such as 

Scalability, reliability and QoS and observed that there is 

enough space available to improve the performance of 

existing algorithms by using more hybrid optimization 

techniques [26- 27].  

III. CONTRIBUTION 

Our contribution to this work is as follows: 

Based on the research gap, proposed system is designed to 

improve overall usage of servers by measuring uneven 

utilization of a server and allocate application request in the 

face of multidimensional (CPU, Memory, Bandwidth) 

resource constraints. 

IV. SYSTEM MODEL 

 In this section, part A describes the System Workflow 

whereas section B discusses the Proposed Algorithm.   
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A. System Workflow       

 

Figure 1.System Workflow 

The system workflow is explained as follows: 

To implement the proposed work, first of all system will get 

input from cloudsim simulation tool. Following are the major 

steps for implementation purpose: 

First of all, create number of datacenters and other resource 

components such as number of Virtual machines (VM’s), the 

number of Brokers and the number of Cloudlets or Jobs. In 

next step we can see Datacentre’s properties such as 

Datacenter ID’s, Number of Hosts, Number of Processing 

Elements (PE), Host ID, Cost/BW, Cost/Mem, and 

Cost/Million Instruction per Second, Cost/sec, Cost/Storage, 

MIPS, & Mips/PE. In next step we can view the cloud broker 

details in terms of Broker name and broker ID. Next we can 

view VM Properties such as VM ID, Broker ID, the number 

of Million Instruction per Second (MIPS) executed by that 

VM, the amount of RAM allocated, and amount of 

Bandwidth allocated for that VM. Next to this, the Resource 

utilization (Skewness Value) for each server before job 

allocation is calculated by using the following formula  

Skewness Value (P) =√∑ (
  

 ̅
  )

 
 
                                   (1) 

Let n be the number of resources to be considered and ri be 

the utilization of the i
th

 resource.  

Let  be the average utilization of all resources for the 

server. The same is shown in fig.2: 

 
Fig.2: Initial Resource utilization of servers. 

Fig.2 shows initial resource utilization of servers. By 

observing this resource utilization system can know that 

which server is highly utilized and which server is low 

utilized. Then the average resource utilization in terms of 

CPU, Memory and Bandwidth is calculated. Whichever may 

be higher resource (CPU, memory, bandwidth) utilization, 

considering that value is Pmax value. Which is calculated by 

following equations. 
 

                                                
                                                                                        (2)  

                                                                                    

                                                
                                                                          (3)                                            

 

Then jobs are allocated to only that vm which are having 

Resource Utilization below the Pmax to avoid the 

overloading of the server. In other words, jobs are allocated 

to the less utilized server and avoid the high utilized server 

resulting that improve the overall server utilization. 
 

 Before cloudlet allocation resource utilization of datacenter 

6 –host id-0 is 0.47777(As shown in fig.2) and after the 

cloudlet allocation the resource utilization is 0.5587 shown in 

fig.3. Same things are for all the servers, which indicates the 

overall server resource utilization improves. 
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   Fig.3: Cloudlets Allocation  

Once the job is allocated to different VM’s, proposed system 

applies the job priority algorithm based on execution time, in 

which the job with less execution time will get first priority 

for the execution. 

 

 
Fig.4: job allocation based on execution time. 

As shown in fig.4 cloudlet id 210-Datacenter id-6-vm id-13 

having execution time 4.27ms whereas cloudlet id 110-

Datacenter id-6-vm id-13 having execution time 16.66 ms, 

also cloudlet id 160-Datacenter id-6-vm id-13 having 

execution time 18.63 Millisecond. Therefore, our job priority 

algorithm will give the first priority to cloudlet id 210 then 

cloudlet 110 and finally to cloudlet id 160 to execute. 
 

B       Algorithm: 
 

1. Take the input parameters form cloudsim i.e. 

Number of Datacenters, Number of VM’s, Number 

of Cloud Brokers and Number of Cloudlets. 

2. View Datacenters characteristics 

3.  View Cloud Broker details 

4. View Virtual Machine Properties 

5. Calculate Server Resource Utilization (Skewness 

Value) 

Skewness Value (P) =√∑ (
  

 ̅
  )

 
 
    

Let n be the number of resources to be consider and 

ri be the utilization of the i
th

 resource. 

Let  be the avg. utilization of all resources for the 

server. 

6. We know that, 

Let     be set of datacenters  

Where n=1 to N. N=No of Resources 

Find Ri  {CPU, Memory, Network} 

7. Compute each server resource utilization 
 (before job allocation)  
For each      in JList 
Apply Parallel Scheduling   
Allocate      to      in Hostlist  
for  i=0 : (    ) do 

      for  j=0: (   ) do 

              for k=0: (    ) do                                       

                                 Mem+= Men;  

                                 CPU += CPU;  

                                 Bw+= BW; 

 
CPU avg utilization = total CPU utilization| no_of_vm; 
BW avg utilization = total BW utilization | no_of_vm; 
Mem avg utilization = total Mem. utilization| no_of_vm; 
Resource Utilization (p) =max (CPU avg, BW avg, Mem. 
avg) 
Pmax Value   Highest Resource utilization Value or                            
skewness value 

8. Every job allocate based on resource utilization or 

skewness value. 

9. Continue all jobs allocation based on skewness 

(P)Value 

10.  Compute each server resource utilization (After job 

allocation) 

11. For job=0; n do 

View job allocation based on execution time i.e. the 

job having less execution time first then job having 

higher execution time respectively. 

12. Which results improving overall server resource 

Utilization. 
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V. PERFORMANCE  ANALYSIS  

 
Fig.5: Graph for Resource Utilization before Vs after Job Allocation 

 

 
Fig.6: Graph for Cloudlets Turnaround time. 
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Fig 7: Graph for Cloudlets total turnaround time 

 

The System is implemented using cloudsim tool having 

physical configuration, i3 processor, 4GB RAM and 1TB 

HDD. Fig.5 shows graph for Server Resource utilization for 

all the servers in the system before and after allocation of 

application requests to them. X-axis indicate the number of 

servers (Physical Machines), whereas Y-axis indicates Server 

Resource Utilization. The Red bar line indicates Resource 

utilization before the allocation of application requests, 

whereas the blue line indicates Resource Utilization after 

allocation of application requests. For instance, for Physical 

machine 0 (PM0) the resource utilization before allocation is 

0.65, whereas after the allocation it is 0.75. It is observed that 

like PM0, the overall utilization of all the servers is 

improved. Fig.6. shows that Graph for cloudlets total 

turnaround time. The results in this figure represent how 

much time is required to complete the jobs (user requests). 

As shown in fig.6, the time required to complete the user 

requests by our system is gradually increased step by step. 

Whereas by using sequencing algorithm the time required to 

complete the jobs is variable. Fig7 shows the graph for 

cloudlets (job) total turnaround time. This figure reveals that 

the time required to complete 50 jobs using our system is 

2681.32 nanosecond, whereas time required to complete the 

50 jobs using sequencing method is 22304 nanosecond. Like 

that time required to complete the 250 jobs using proposed  

 

 

System is 61955.57 nanosecond, whereas by using 

sequencing algorithm the time required to complete the jobs 

is 102953.52 nanosecond. Therefore, it is observed that 

Cloudlet total turnaround for 250 jobs is reduced by 6.833e-7 

minutes. 

VI. CONCLUSION 

To improve job performance and resource utilization in a 

virtual machine-based cloud environment several 

Multidimensional resource constraint such as CPU, memory 

and bandwidth are used.  Novel resource utilization model 

proposed here can handle the resource requirements and also 

improves the overall utilization of a servers in the face of 

multidimensional resource constraints.  

Based on server resource utilization observation, requests are 

mapped to low utilized server so that to avoid server 

overloading as well as to improve the overall resource 

utilization of servers. 

The experimental results shows that in proposed technique 

Server Resource Utilization is improved by 10%. Also, the 

time required to complete the jobs in the proposed system is 

gradually increasing, whereas by using sequencing algorithm 

the time required to complete the jobs was varying 

significantly. Further it is also observed that Cloudlet total 

turnaround for 250 jobs is reduced by 6.833e-7 minutes. 
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