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Abstract— Bioinformatics research is an active area of research that employs DNA microarray technology as a very important 

tool. Microarray gene expression is acquired through microarray technology in order to monitor the expression of genes under 

different conditions. Denoising is a major pre-processing step in DNA microarray images. This paper proposes a new spatial 

denoising technique in spatial domain for DNA microarray image. The method exploits Markov Random Field (MRF) model 

to reduce the noise in microarray images. Two algorithms developed in this work are Denoising using MRF (DMRF) and 

Determination of Optimized Values (DOV).Different experimental results and analysis demonstrate the performance of the 

proposed method with existing methods using various performance metrics. 
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I.  INTRODUCTION  

The Microarray Technology has actively become a standard 

platform for functional genomics [1]. As microarray is 

placement of thousands of cDNAs on a glass microscope 

slide, it enables profiling of gene expression of tens of 

thousands of genes. Microarray may soon be capable of 

providing gene expression analysis of entire human genome 

in a single experiment. This might open up multiple access to 

key areas of human health including aging, mental illness, 

toxicology, drug discovery, disease prognosis and diagnosis. 

The processing pipeline of microarray images [2] typically 

involves following steps: gridding and spot fixing, 

segmentation and intensity extraction. Major part of gridding 

and spot fixing involves assigning the location of each spot 

in the image. Segmentation step consists of grouping similar 

feature pixels (differentiating foreground and background). 

Intensity extraction involves calculation of red and green 

foreground intensity pairs and background intensities.  

Noise has been an inherent part of microarray image 

acquisition image acquisition due to its very nature. Other 

major contribution for the noise comes from complex bio-

chemical and optical process involved in the preparation of 

microarrays [3]. Noise reduction or denoising is considered 

as major requirement in the pre-processing step as noise 

might affect subsequent stage of image analysis and finally 

gene expression profile. Many methods have been proposed 

for eliminating and reducing noise [4, 5, 6] in a microarray 

image. Most known methods are transform domain approach 

and the spatial filtering. In transform approach images are 

transformed to other domain such as Fourier or wavelet for 

preprocessing and then transformed back to obtain denoised 

image. In spatial filtering methods, filters are employed to 

obtain denoised image. In this paper spatial filtering methods 

is utilized that employs Markov Random Field (MRF) 

approach in-order to obtain denoised microarray images. 

The detailed description of the paper is organized as follows: 

Section II focuses on the approach used to denoise 

microarray image using Markov Random Field. Section III 

focuses on the results obtained from proposed algorithm. 

Finally Section IV focuses on the conclusion and discussions 

of the proposed work. 

 

II. METHODOLOGY  

Markov Random Field (MRF) is a technique where the 

probability distribution of a random variable at a node (point) 

depends on immediate neighbors [7]. MRF exploits the 

existence of spatial correlations in the present context. In 

figure 1 i represents row and j represents column. The pixel 

value is represented by A (i, j). The image intensity values 

are from 0 to 255 as image intensity values are represented 

by 8-bits. If a(i, j) be is one of the values between 0-255. 

Probability is represented as 

 ) j)a(i,=j)p(A(i,               1 

The conditional probability is given as  

m.j and ikfor  m)) a(k,=m)j)/A(k, a(i,= j) p(A(i,   

                                                                    2 

Figure 1 demonstrates the 8 immediate neighbours. Random 

variables A(i, j) has the ability to form an MRF only if 

equation (2) is satisfied. This reveals that the value of the 
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pixel is heavily depends on neighbors. This reveals that the 

value of pixel is heavily depend on neighbors.  

 

 

The Hamersley-Clifford theorem [8], the probability mass 

function for MRF is given by Gibbs distribution [9] as shown 

in equation (3). Quadratic energy function for image analysis 

is mathematically represented in [10] as in equation (4). 

   ) ) j),exp(-E(x(i*1/Z=) j)p(x(i,              3 
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Here a (i , j) is pixel value at (i, j). HV(i, j) indicates the 

indices of horizontal and vertical as depicted in fig (2). (e, f) 

are shaded with grey in the fig (2). D(i, j) indicates the 

diagonal neighbours (i, j) in fig (3). (g, h) are shaded grey. c1 

and c2 are optimally chosen for best performance.  

Here a (i , j) is pixel value at (i, j). HV(i, j) indicates the 

indices of horizontal and vertical as depicted in fig (2). (e, f) 

are shaded with grey in the fig (2). D(i, j) indicates the 

diagonal neighbours (i, j) in fig (3). (g, h) are shaded grey. c1 

and c2 are optimally chosen for best performance. 
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Denoising using MRF model is achieved through Maximum-

a-Posteriori (MAP). The noisy image consists of two 

components one is the original intensity and the noise 

component as shown in equation (5). Best estimate of x(i, j) 

is achieved by utilizing MAP that maximizes the probability 

of x(i, j) as depicted in the equation (6). Equation (3) and (5) 

it can observed that maximizing p(x(i, j)) is same as 

minimizing energy function E(x(i, j)) over x(i, j) 

 

 j)n(i,+j)x(i,=j)a(i,                       5 

 } ) j){p(x(i,max j)x(i,  arg=j)b(i,                                       6                             

   } ) j){E(x(i,min j)x(i, arg=j)b(i,             7 

Minimizing the energy function can be achieved by 

differentiating and equating to zero we obtain equation (8). 

) c2*4+c1*4+t2)/(1*c2+t1*c1+) j(a(i,=j)b(i,=x(i.j)                     8                     

t1 provides with the horizontally and vertically adjacent 

pixels, t2 provides diagonally adjacent pixels, b(i, j) in 

equation (8) for value (i, j) constitute denoised image. t1 and 

t2   are computed as per the equations (9) and  (10). The 

pseudo code for denoising using MRF (DUMRF) algorithm 

is as shown: 

j)1,+a(i+1)+ja(i,+1)+ja(i,+j)1,-a(i=t1                               9

    

1)+j1,+a(i+1)-j1,+a(i+1)+j1,-a(i+1)-j1,-a(i=t2                      10 

 

The denoising performance is determined by the optimal 

selection of c1 and c2values as in equation (8). Synthetic 

noise is added that might be Gaussian, Poisson, salt and 

pepper with appropriate noise parameters like mean, variance 

etc. In order to achieve optimal c1 and c2, determination of 

optimum values (DOV) algorithm is employed for minimum 

denoising error. The obtained c1 and c2 values are utilized for 

rest of the images with unknown noises. Mean square error 

(MSE) is opted as the metric to measure the performance of 

the algorithm. MSE is mathematically given by the equation 

(11). 
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Figure 1: shows immediate neighbours of (i, j) with grey color 

Figure 2. HV(i, j), Horizontal and Vertical neighbors of (i,j) 

 

Figure 3.D(i, j), Diagonal neighbors of (i, j) 

Pesudo-code: DUMRF Algorithm 
Input:Noisy spot on the microarray image 

Output:Denoised spot on the microarray image 

STEP 1: read the input image, the size of the noisy spot 

is (M, N) where M is number of rows and N is number 

of columns on the image A. Save the pixels a(i, j)  

STEP 2: Obtain the suitable values of c1 and c2 

STEP 3: Implementing the equations (8), (9) and (10) 

the denoised spot in the image is obtained 

STEP 4: Matrix B with the indices b(i, j) is the denoised 

image 

STEP 5: Exit 
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MSE is a non-linear fuction depending on c1 and c2. Optimal 

value of c1 and c2minimizes the MSE that casts as the non-

linear minimization problem. MSE does not possess any 

constraints for solving c1 and c2, this is an unconstrained 

non-linear optimization problem. Numerous techniques are 

available [11-13] to solve the above problem. A few 

significant among them are trust-region [14], Quasi-Newton 

[15], Nelder-mead [16, 17].  

 

Three main experiments are carried out in the paper. The first 

experiment provides the optimal values of c1 and c2. In the 

second experiment, the obtained values are tested on the 

other spot and third experiment carries out the comparison 

with other methods.  

In the first experiment a sample microarray spot of size 

20×20 is obtained and converted to gray scale image Q. 

Gaussian noise G is added with 0 mean, 0.01 variance to get 

A. The noisy image image A along with it noiseless image Q 

and denoised image are shown in figure 4. The second 

experiment tests on Gaussian, salt and pepper, poisson and 

speckle noise are considered taking the values of c1 and c2 

from experiment 1. In the third experiment the algorithm is 

tested with noise levels ranging from 0.001 to 0.010 and 

compared with averaging filter [18], sure shrink wavelet 

filter [19], soft-thresholding wavelet filter [20] and SUSAN 

filters [21]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

III. RESULTS AND DISCUSSION 

In the first experiment carried out the values of c1 and c2 

obtained were c1 = 0.1328 and c2 = 0.0387 at iteration 7. In 

figure 4 it can be observed that the figure 4(a) is the ground 

truth i.e, image with no noise, figure 4 (b) is the image that 

has the synthetically added noise, figure 4 (c) is the obtained 

denoise image with the proposed algorithm in the work. The 

converging values of c1 and c2along with the corresponding 

MSEare shown in table 1. If we observe carefully it can be 

noted that the values of c1,c2 and MSE do not vary after the 

6
th

 iteration. The algorithm was tested till the 9
th

 iteration in 

order to confirm was it the local minima or global minima. 

Turn out that the values do not change even after 9
th

 iteration. 

Hence the mid iteration 7
th

 iteration values were chosen as 

the optimal values.  

 

 

 

 

 

The detailed relation with MSE, c1 and c2 is clearly shown in 

figure 5. As c2goes on increasing, at higher value of c1 MSE 

tries to attain a steady value. In the second experiment the 

values of c1 and c2 were plugged in for 4 kinds of noise as 

mentioned in the methods section the corresponding values. 

The corresponding percentage reduction of noise for each 

noise type is shown in table 2. The higher value of 

percentage reduction is reported in the Gaussian noise, so the 

developed algorithm works good for the Gaussian kind of 

noise. In the third experiment the developed algorithm is 

compared with standard algorithm as mentioned in the 

methods section. The values projected in the table 3 to 8 as in 

(supporting document) are plotted in the figure 6 to 11. The 

MSE and Mean Absolute Error (MAE) values obtained from 

developed algorithm and the standard algorithms are reported 

in the figure 6 and 10. Lower values of MSE and MAE 

indicate that the proposed algorithm perform well than the 

existing standard algorithms that are compared. 

Iterations C1 C2 MSE 

0  (at start) 0 0 535.7950 

1 0.3179 0.3263 471.7889 

2 0.2051 0.0502 329.7417 

3 0.1863 0.0096 321.1292 

4 0.1773 0.0390 316.9089 

6 0.1345 0.0387 316.9086 

7 0.1328 0.0387 316.9086 

8 0.1328 0.0387 316.9086 

9 0.1328 0.0387 316.9086 

Pesudo-code: Algorithm (DOV)  
Input:Noiseless image Q, with synthetic noise matrix G 

Output: Optimized values of c1 and c2 

STEP 1: opt suitable synthetic noise matrix G 

STEP 2: Obtain noisy image A by adding Q and G  

STEP 3: Declare vector c as, c=[c1 and c2].  

STEP 4: Initialize vector c0=[0.0, 0.0]. 

STEP 5: Create a function get_mse(c, Q, A) with 

equations (11) and (8) 

STEP 6: Execute function get_mse(c, Q, A). 

STEP 7: Output is ready in vector c=c1 and c2 

STEP 8: Exit 

 

 

 

 

 

 

 

 

 

 

Table 1. Converging values of c1, c2 and MSE 

 

Figure 5. Variation of MSE with c1 and c2 

Noiseless image Noisy image Denoised image 

a b c 

     Figure 4: (a) noiseless image, (b) contains synthetically added noise 
component, (c)denoised image 
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Higher values of Peak signal-to-noise (PSNR), Weighed 

signal-to-noise (WSNR), Contrast Improvement index 

(CII)and Visual Information Fidelity (VIF) indicate better 

performance of the algorithm. Figure 7 and 8 shows that the 

higher values of PSNR and WSNR obtained from proposed 

algorithm. Figure 10 shows the lower of contrast of proposed 

algorithm from rest of the algorithm compared. The VIF 

value in figure 11 is higher in case of the proposed algorithm, 

that shows that the algorithm is better for denoising. 

IV. CONCLUSION AND FUTURE SCOPE 

 The proposed DUMRF is one of the denoising algorithms 

specifically tailored for denosing of microarray images. As 

Type of 

Noise 
Gaussian  

Salt & 

pepper  

Poisson 

Noise 

Speckle 

Noise 

Per_red 40.85 32.64 16.69 26.48 

Figure 6. Variation of Mean Square Error with noise level 

Figure 7. Variation of Peak signal-to-noise ratio with noise level 

Figure 8. Variation of Weighed signal-to-noiseratiowith noise 

level 

Table 2. Percentage Reduction for different types of noises 

 

Figure 9. Variation of Contrast improvement index with noise 

level 

Figure 10. Variation of Mean Absolute Error with noise level 

Figure 11. Variation of Visual information fidelity with noise 

level 
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discussed previously denosing is one of the main step in the 

preprocessing of the microarray image. The DUMRF 

algorithm mainly depends on the optimal selection of c1 and 

c2. The optimal selection of values was obtained using DOV 

algorithm. The DOV algorithm uses non-linear optimization 

technique to get relevant parameters for DUMRF algorithm. 

Experimental results and analysis shows proposed method 

produces promising results compared to other standard 

denoising method.  In the figure 6, it is observed that the 

MSE increases as the variance increases. The developed 

algorithm can be applied for the noise models that have 

lower variance value. 

In figure 9, the lower values of CII might be due to the loss 

of contrast during the processing of the images. That intern 

directs to the initial values of c1and c2.One of the future work 

will include more optimization for obtaining the initial values 

of c1and c2. The same trend of cures is seen in figure 10 in 

case of MSE in figure 6.The algorithm works more optimally 

for the Gaussian noise models indicated by the second 

experiment. The work has been demonstrated on a single 

spot of microarray. The same can be tested on the large 

micro array images. In conclusion, the DUMRF algorithm is 

an efficient pre-processing method in microarray image 

analysis for accurate gene expression profiling. 
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