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Abstract—In recent years, clustering has become well known for various researchers due to various application fields like 

communication, wireless networking, and biomedical domain and so on. So, much different research has already been made by 

the researchers to develop an improved algorithm for clustering. An optimization is one of the well-known processes that has 

been effectively utilized for clustering. In this paper, Invasive weed optimization (IWO) based centroid initialization for fuzzy 

c-means clustering (FCM) in medical image segmentation (KFCM-IWO-MIS) is proposed. For MRI brain tissue segmentation, 

KFCM is most preferable technique because of its performance accuracy. The major limitation of the conventional KFCM is 

random centroids initialization, because it leads to raising the execution time to reach the best resolution. In order to accelerate 

the segmentation process, IWO is used to adjust the centroids of required clusters.  The quantitative measures of results were 

compared using the metrics are number of iterations and processing time.  The number of iterations and processing of KFCM-

IWO-MIS method take minimum value while compared to conventional KFCM.  The KFCM-IWO-MIS method is very 

efficient and faster than conventional KFCM for brain tissue segmentation. 

 

Keywords— clustering, centroid initialization, Invasive weed optimization(IWO), Kernel fuzzy C-means (KFCM), MRI brain 

tissue segmentation 

I.  INTRODUCTION  

 Patients with brain cancer have limited survival time with 
inevitable recurrence and subsequent passing, and medical 
procedure is the first-line treatment. The average survival 
period for patients with high-grade brain cancer is roughly 14 
months, however individual survival is heterogeneous [1-2]. 
However, surgery-inflicted neurological deficits are related 
with poorer survival; in this manner, it is imperative to 
achieve extensive resection of cancer tissue without 
compromising non-cancer tissue [3-4]. Different innovative 
advances have made significant commitments in medical 
procedure intra operative Magnetic Resonance Imaging 
(MRI) and Computed Tomography (CT), ultrasound, Raman 
spectroscopy, and fluorescence-guided resections; however, 
these advances have advantages and dis-advantages in brain 
cancer recognition [5-10]. 

Segmentation is the most difficult process because of the 
normal and abnormal structures in the brain Tissues [11]. In 
this KFCM-IWO-MIS proposed system, a clustering method 
for segmentation is considered. Clustering is a process of 
partitioning or grouping a set of unlabeled objects into a 
number of clusters in such a way that similar objects are 
allowed to one cluster. The main approaches in clustering are 
Crisp clustering (CC) (or Hard Clustering (HC)) [12], FCM 
algorithm, spectral clustering [13], hierarchical methods (e.g., 
tree search method) competitive learning algorithms (e.g., the 
self-organizing map and Iterative Self-Organizing Data 
Analysis (ISODA) [14]), and distribution-based methods 
(e.g., Expectation Maximization (EM) system [15]), and 

density based methods [16], [17]. In particular, Density-based 
spatial Clustering application with noise (DBSCRN) [18] and 
Ordering Points are used to recognize the clustering shape 
[19]. A characteristic of the CC techniques used to define the 
boundary among clusters. The major limitation of the CC 
technique is boundaries among clusters cannot be obviously 
defined. Some Brain structure may belong to more than one 
cluster. In the pattern classification FC method provides a 
better clustering effect [20], [22]. FCM is an iterative 
algorithm [23]. FCM is good at resolving the ambiguities and 
uncertainties in the image [24]. However, FCM can’t deal 
with the intensity in homogeneity and more difficult to reduce 
the noise. The application of brain tumour recognition is 
introduced by using modified FCM system. In that, a 
comprehensive feature vector space is used for segmentation 
which is followed by the kernel tricks. The KFCM system is 
extended which incorporates the neighbourhood terms into its 
objective function [25]. The goal of FCM is to discover 
cluster centroids and that diminish the objective function.  

The KFCM is derived from the original FCM based on the 
‘kernel method’ [26]. By applying kernel tricks, the KFCM 
system attempts to address this problem by charting data with 
nonlinear feature extraction [27]. Optimization algorithms are 
introduced for grouping process. In optimization-based 
clustering most of the research is concentrated in the squared 
error and they have used some optimization techniques such 
as Genetic algorithm GA [28], PSO [29], bacterial foraging 
optimization [30] simulated annealing [31], artificial bee 
colony [32] and Firefly System (FS) [33]. In this paper, to 
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overcome the KFCM centroid random initialization problem 
the KFCM-IWO-MIS technique is introduced. The KFCM-
IWO-MIS technique improves the segmentation performance. 
The performance parameters are dice coefficient, Jaccard co-
efficient and accuracy. 

 

This paper is composed as follows. Section II surveys several 

recent papers on brain tumor detection related strategies. In 

section III, KFCM-IWO-MIS technique is defined. The 

section IV shows the comparative experimental result for 

existing and proposed strategy. The conclusion is made in 

Section V. 
 

II. RELATED WORK  
 

Several researches are suggested by researchers in brain 

tumour detection. In this scenario, the brief evaluation of 

some important contributions to the existing literature is 

presented. 

 

Ronghua Shang et al. [34] has introduced a clone kernel 

spatial FCM (CKS-FCM) technique. An immune clone 

system was used to optimize the initial Cluster centres (Cc), 

which enables the convergence global optimum. The spatial 

information is added in the objective function and CKS-FCM 

used a non-Euclidean distance based on kernel function to 

replace the Euclidean distance. The main restriction of the 

system is Low segmentation accuracy and Low robustness. 

 

Elazab et al. [35] presented segmentation of brain tissues 

from MRI using adaptive regularized kernel based FCM 

(ARKFCM). ARKFCM system was classified into three 

steps such as average filter, median filter, and devised 

weighted image. The systems service the heterogeneity of 

grayscales in the neighborhood and exploit this measure for 

local contextual facts and exchange the standard Euclidean 

distance with Gaussian radial basis kernel functions. The 

main benefits are adapted to local context, improved 

robustness that preserves image details, independence of 

grouping parameters, and reduced computational costs, but 

the major limitation of the ARKFCM system is lower 

entropy. 

 

Y.T. Chen et al. [36] proposed Independent component 

analysis-based kernelized fuzzy by using MIS. It has 

discussed the segmentation performance of six methods (k-

means, FCM, KFCM, ICFCM, KWFLICM, and ICKFCM) 

for the simulated MRI pictures in noiseless case, noise case, 

and real medical images. The main drawback of the system is 

less accurate. 

 

Li, Haiyang et al. [38] presented a system for MIS, called 

Dynamic PSO &amp; K-means clustering system (DPSOK). 

Dynamic PSO (DPSO) &amp; K-means clustering method 

was the base of the DPSOK system. It made DPSOK a 

balanced optimized algorithm by enhancing the computing 

technique of its inertia weight and learning factors. 

Experimentation outcomes showed that the DPSOK 

algorithm can efficiently enhance the K-means system’s 

global search ability. DPSOK algorithm delivered better 

results in enhancing image segmentation quality and 

efficiency compared to conventional PSO K-means system. 
 

To overcome the above mentioned drawbacks, KFCM-IWO-

MIS algorithm is implemented for enhancing the 

performance of brain tumor segmentation and detection. 

 

III. METHODOLOGY 

 

Relevant Image segmentation plays a major role in many 

real-time applications such as pattern recognition, image 

coding, computer vision and medical image analysis. In this 

paper, KFCM-IWO-MIS algorithm is introduced for brain 

tissue segmentation, which is shown in Fig. 1. The objective 

of KFCM-IWO-MISmethod is to find the Cc that minimizes 

a dissimilarity (objective) function of KFCM. By iteratively 

updating the Cc and the membership grade for each 

information point, KFCM iteratively moves the Cc to the 

“right” position within a data set. But it’s not possible to 

discover the best solution at an optimal time. The working of 

the KFCM is based upon the initial centroids so finding the 

centroids is most important thing in the KFCM. For this 

purpose, the KFCM-IWO-MIS method is an automatic 

centroid selection the IWO based KFCM is introduced in this 

paper. The KFCM-IWO-MIS method includes two modules, 

the IWO clustering module and the KFCM clustering 

module. In the initial stage, the IWO clustering module is 

executed for a short period for automatic clustering, forming 

spherical or close to spherical shape data clusters. The result 

from the IWO clustering module is used as the initial seed of 

the KFCM module. The optimized segments are Contour by 

Geometric active contour framework (GACF). Here, the 

fitness value calculated and the best fitness value is fixed as a 

centroid value. By using the fitness value, the IWO 

segmentation is processed and finally, the performance is 

calculated. 

 

3.1. Fuzzy C Means Algorithm 

FCM system is partitioning the dataset 
 

1

N

k k
x

 into c  number 

of clusters based on the following objective function Eq. (1). 
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Fig. 1. KFCM-IWO-MISblock diagram 

 

. From the above equation 1, where c  is the total number of 

clusters and N  denotes the number of data points. The FCM 

makes the partitioning by iteratively updating the 

membership values and the cluster centroids. The 

membership value of each data point to the every centroid 

value derived after updating time of each centroids that can 

be done by the Eq. (2). 
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The cluster centroids are updated based on the distance 

between the data point to the cluster centroid which is done 

by the following Eq. (3). 

 

1

1

N
p

k ik

k

k N
p

ik

k

x U

v

u










1

1

N
m

ij j

j

i N
m

ij

j

u x

v

u










 (3) 

The objective function performs the calculation to measure 

the weighted sum of results between the cluster centre and 

data presents in the fuzzy clusters. FCM provides better 

segmentation results for the images, which does not have any 

noise. However, the FCM fails to classify the noisy data 

because of the irregularities of the feature data, which leads 

to assigning the membership values to become erroneous. 

This is the main reason for improper segmentation occurs 

during the processing of a noisy image by the FCM. 

3.2. Kernelized Fuzzy C Means (KFCM) 

To overcome the regular FCM difficulties, the KFCM 

algorithm is introduced. With the help of a nonlinear 

mapping function (MF), the KFCM converts the input data in 

the image plane into advanced dimensional feature space. 

The complex and nonlinear separable problem in the input 

plane can be converted with the guidance of the mapping 

function into linearly separable in the future space. Then, the 

FCM can perform its operation with the derived feature 

space. The objective function of the KFCM is defined in Eq 

(4).  
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Here 


 is the MF. Here the Gaussian Kernel Function 

(GKF) for non-linear mapping of the image plane into the 

linear high dimensional feature space. The GKF is presented 

in the following below equation (5). 

 
    2 2, exp ,K x y d x y  

 (5) 

The Gaussian kernel neutral function is presented in the 

following below equation (6) 
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Where the membership function (MF) and the updating the 

centroid is calculated by the following Eq 5 and 6 

respectively. 
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3.3. Extreme Learning (EL) Machine 

The charting function of KFCM method makes the input data 

into a high dimensional feature vector, which helps the FCM 

to handle the noisy image. However, high speed processing 

of dimensional feature vectors demands a number of 

iterations, which takes more execution time to make the MF 

suitable for image segmentation. Due to the standard MF, the 

similar objects in an image is not grouped in a single 

partition. To solve this limitation, we utilize the EL 

algorithm, which supports to make the MF based on patterns 

in the image by learning methodology.  

 

The EL machines are used in the ANN for training the 

network. In this paper, the adaptive learning techniques used 
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to predict the future value of the fuzzy membership function 

(FM), which leads to reduced running time of the clustering 

process. The following Eq. (6) is used to predict the future 

value of the FM values. 
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Where iku

 represents the future membership matrix and iku
 

represents the existence membership matrix. The learning 

rate is represented by 


 and the X  indicates the input 

matrix and Y specifies current partitioned matrix. The future 

centroid can be calculated using the following Eq (7). 
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3.4. Invasive weed optimization 

The IWO algorithm is a numerical stochastic and derivative 

free optimization and it was developed by Mehrabian and 

Lucas for continuous optimization. Inspired by the 

colonizing behavior of weed plants, and the IWO algorithm 

iterates with three consecutive processes: reproduction, 

spatial dispersal, and competitive exclusion. All of the weeds 

in the IWO algorithm take part in the reproduction process, 

but the fertilities of different weeds are not equivalent. The 

number of seeds produced by a weed depends on its fitness. 

Fitter weeds produce more seeds than less fit weeds. The 

seeds of weeds are randomly scattered in the search area with 

a regular distribution with mean equal to zero and an 

adaptive standard deviation. After reproduction, the seeds 

and weeds enter a competition and the winners are 

considered as the weeds for the next generation. The sketch 

procedure of the basic IWO algorithm can be summarized as 

follows 

 

Initialization: The IWO algorithm is formed with a 

population of initial weeds, psaaaA ,..., 21
 

Where psa
is the size of the initial population, and each of 

the weeds inii aaaai ,..., 21
is an n-dimensional real-

valued vector. For each dimension ika
of ia

it can be 

generated as follows Eq. (8). 

),( kkkik lbuprlba  ,,...2,1 psi  nk ,...2,1
                              

(8) 

Where r is a uniform random number in the range of 
]1,0[

,

klb
 and kub

 represent the lesser and higher bounds for the 

dimension k  respectively. The bounds are problem 

dependent. 

 

Reproduction: Each of the weeds generates seeds in the 

reproduction process. The higher the weed's fitness, the more 

seeds it produces. Denote is
 the amount of seeds produced 

by weed ia
. Wedecide ia

 as follows Eq.9. 
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Where, 
)( iaf

is the fitness of ia
, 

()floor
 is a function 

which rounds the elements to the nearest integers towards 

minus infinity. maxs
and mins

are two algorithmic parameters, 

which define the amount of seeds produced by the worst and 

best weeds in the population, separately.The seeds of a weed 

ia
spread closely to the weed. The IWO algorithm generates 

a seed for ia
  according to a normal distribution. Denote

}',..','{' 21 iniii aaaa 
a seed produced by ia

.it is shown 

in Eq. 10. 

nkNaa kik ,..2,1),,0( 2
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Where 
),0( 2N

is a function returns a normally 

distributed random number with mean equal to zero and the 

standard deviation  .   is a parameter determined in the 

Spatial Dispersal Step. 

Spatial Dispersal: The seeds spread around their parent 

weeds in a normal distribution. To ensure that the probability 

of dropping a seed in a distant area reductions non-linearly at 

each iteration which results in clustering fitter plants and 

elimination of inappropriate plants. The standard deviation 
 of the normal distribution is adaptively reduced from a 

specified initial value 0
to a final value, 

f
 as follows 

Eq.(11). 

ffx

x
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Competitive Exclusion: All of the weeds and their seeds are 

combined together to form a populace for the next group. If 

the size of the population is larger than a given maximum 

value, namely maxps
, the weeds with lower fitness are 

eliminated. The reproduction and competitive mechanism 

give a chance for less fit weeds to reproduce. If the 

reproduction generate fitter offspring, that generated 

offspring can survive in the competition. 

 

Termination Condition: Repeat Reproduction through 

Competitive Exclusion until a given termination condition, 
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such as the concentrated amount of iterations or the 

maximum elapsed CPU time, is met. 

 

IV. RESULTS AND DISCUSSION 

 

It The KFCM-IWO-MIS system was performed with the 

help of T1-WCEMRI database. The KFCM-IWO-MIS 

system was analyzed with the help of MATLAB stimulator 

software version 2018b. The entire work is done by using I3 

system with 2 GB RAM.  The maximum amount of iterations 

2 is used in IWO clustering. This iteration is sufficient to 

yield the optimal centroids for this KFCM-IWO-MIS 

method. Both quantitative and qualitative validations were 

used for the performance evaluation. The performance of the 

KFCM-IWO-MIS methodology was compared in terms of 

dice coefficient, Jaccard co-efficient and accuracy. 

 

4.1. Performance measure 

In segmentation validation, the dice coefficient is expressed 

in terms of TP, TN, FP and FN counts, which is obtained by 

matching the segmented result to the ground truth image. 

The general formula utilized to calculate the dice coefficient 

is represented in the Eq. (25). 

                
   

(         )
             (25) 

Where, the dice coefficient value “0” shows no similarity 

between the results and the value “1” demonstrates the 

similarity between the output and ground truth image.  

 In Jaccard coefficient, the TP values are detected by 

the overlaps among the manually segmented ground truth 

tumor labels and the machine generated tumor labels. The 

general formula used to calculate Jaccard co-efficient is 

denoted in the Eq. (26). 

                   
  

        
                             (26)  

 

Accuracy: 

The degree of conformance among a measurement 

of an observable quantity and a recognized standard or 

specification that indicates the true value of the quantity 

presented in equation (27). 

         
     

           
(27) 

Where,    is represented as true positive,    is denoted as 

false positive,    is stated as true negative and    is 

specified as false negative.  

 

4.2. Experimental result on T1-WCEMRI dataset 

In this experimental analysis, T1-WCEMRI dataset is 

assessed for comparing the dice, Jaccard coefficient and 

accuracy performance of FCM and GA-KFCM and the 

KFCM-IWO-MIS which is shown in the table 1. The T1-

WCEMRI dataset contains 3064 images with three classes of 

brain images: meningioma, glioma and pituitary tumour. The 

performance evaluated example images are shown in the 

table.1. 

Table.2. shows the result comparison for different image. In 

that, 5 different data set are taken and which are analyzed by 

KFCM, IWO optimization and SM-GFCA contour are 

presented. From the KFCM the input images is segmented, 

the KFCM segmented outputs are given to the IWO 

optimization. In that, fitness value is calculated and the best 

fitness is fixed as a centroid value. By using the centroid 

values GACF contours are framed 

 

From table 1. Analysis shows that the KFCM-IWO-MIS 

technique provides much better results. The average of the 

KFCM-IWO-MIS technique’s Dice coefficient is 0.6857 and 

average of Jaccard coefficient is 0.5962 and the PSO-KFCM 

delivers 0. 0.5658 of dice coefficient. Similarly, average 

Jaccard coefficient of the PSO-KFCM techniques is 0.3444. 

The average accuracy of the PSO-KFCM is 96.1383, and the 

KFCM-IWO-MIS technique provides 97.4577 accuracy 

which is much better compared to other existing systems. 

 

Comparative analysis 

Table.3 and Fig.2. Presents the comparative study of existing 

work and the proposed work performance. H. Ali, M. 

Elmogy, et al. [38] proposed a new brain image 

segmentation system, which was based on morphological 

pyramid with FCM clustering. Initially, a wavelet multi-

resolution was developed in order to maintain spatial context 

among the pixels. Then, morphological pyramid was utilized 

to increase the sharpness of brain images. Finally, 

segmentation was carried-out using FCM clustering. The 

experimental outcome shows that the developed 

methodology achieved 96% of classification accuracy. In 

order to validate the KFCM-IWO-MIS method accuracy. 

Whereas, the KFCM-IWO-MIS work achieves 97.4577% of 

accuracy that was higher than the existing works.  

 

V. CONCLUSION AND FUTURE SCOPE 

 

Table.2 and Fig.2. Presents the comparative study of existing 

work and the proposed work performances. Ali, M. Elmogy, 

et al. [38] proposed a new brain image segmentation system, 

which was based on morphological pyramid with FCM 

clustering. Initially, a wavelet multi-resolution was developed 

in order to maintain spatial context among the pixels. Then, 

morphological pyramid was utilized to increase the sharpness 

of brain images. Finally, segmentation was carried-out using 

FCM clustering. The experimental outcome shows that the 

developed methodology achieved 96% of classification 

accuracy. In order to validate the KFCM-IWO-MIS method 

accuracy. Whereas, the KFCM-IWO-MIS work achieves 

97.4577% of accuracy that was higher than the existing 

works. 
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Table 1. Dice and Jaccard coefficient comparison of PSO-KFCM and the KFCM-IWO-MIS 

Class Clustering technique Dice 

coefficient 

Jaccard coefficient Accuracy 

Meningioma PSO-KFCM 0.26158 0.1625 94.1253 

KFCM-IWO-MIS 0.4075 0.3041 96.4890 

Glioma PSO-KFCM 0.4765 0.2511 93.7741 

KFCM-IWO-MIS 0.92380 0.88347 96.9931 

Pituitary PSO-KFCM 0.5847 0.3570 97.0235 

KFCM-IWO-MIS 0.7258 0.6010 98.8912 

 

 

Table 2. Comparative analysis of proposed and existing methodologies 

 
 

 
 
 
 
 
 
 
 
 
 

 

Fig.2. Average accuracy comparison of KFCM-IWO-MIS and existing methodologies 
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H. Ali, M. Elmogy, et al. 
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Brain Web (DS1), BRATS (DS2) Morphological pyramid with FCM 

clustering technique 

96% 

Proposed T1-WCEMRI KFCM-IWO-MIS 97.4577% 



   International Journal of Computer Sciences and Engineering                                    Vol.6(11), Nov 2018, E-ISSN: 2347-2693 

  © 2018, IJCSE All Rights Reserved                                                                                                                                        50 

 
 

Table.3. shows the result comparison for different image 
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