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Abstract - In this paper, online handwritten numeral recognition for Gujarati is proposed. Online handwritten character 

recognition is in trend for research due to a rapid growth of handheld devices. The authors have compared Support Vector 

Machine (SVM) with linear, polynomial, and radial basis function kernels. The authors have used hybrid feature set.  The 

authors have used zoning and chain code directional features which are extracted from each stroke. The dataset of the system is 

of 2000 samples and was collected by 200 writers and tested by 50 writers. The authors have achieved an accuracy of 92.60%, 

95%, and 93.80% for linear, polynomial, RBF kernel and an average processing time of 0.13 seconds, 0.15seconds, and 0.18 

seconds per stroke for linear, polynomial, RBF kernel. 

Keywords: Online Handwritten Character Recognition (OHCR), Handwritten Character Recognition (HCR), Optical Character 

Recognition (OCR), Support Vector Machine (SVM), Gujarati Numeral, Gujarati Digits 
 

 

I. INTRODUCTION 

Gujarati is an Indo-Aryan language and one of the official 

languages of India, spoken by people of Gujarat state, union 

territories of Diu - Daman and Dadra - Nagar Haveli.  

In Offline Handwritten Character Recognition, input to a 

system is an image of handwritten text captured by scanner 

and system converts it into text. A notable work is done by 

many researchers on offline handwritten character recognition 

for Gujarati language. 

 

Online character recognition system records the movement of 

a pen or other device and converts it into text. It provides a 

platform to generate computerized handwritten data and helps 

users to improve interaction with a computer. Recently due to 

the increasing use of touchscreen devices, many researchers 

are working in online character recognition in different 

languages. Some work is available for online recognition of 

Hindi, Malayalam, Assamese, Tamil, Devanagari, Bangla, 

Kannada, Telugu, and Gurumukhi languages. 

 

Gujarati characters are different than other sister languages 

because it does not have Shirolekha over characters. Unlike 

other languages, Gujarati digits have different types of curves 

and different writing styles. Figure 1 illustrates various 

handwritten Gujarati digits. 

 

There are many challenges in recognition of Gujarati digits 

because of variation in writing style and handwriting. 

Gujarati digits have more curves than lines and there are 

similar curves in some characters. Because of such 

similarities between some characters, there is a higher 

possibility of misclassification. 

 

 

 

 

 

 

 

Figure.1 Handwritten Gujarati Numerals 

 

The rest of the paper is organized as follows, section II 

contains related work, section III contains feature extraction 

methods, section IV contains classification process., section 

V contains result discussion, and section VI contains 

conclusion of the paper.   

II. RELATED WORK 

Many researchers are working in the area of handwritten 

character recognition for different Indian languages. Some 

researchers are working on offline handwritten character 

recognition for Gujarati. 
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C. Patel and A. A. Desai [1] have proposed segmentation of 

text lines into words. They have used projection profile and 

morphological operations for segmentation. They [2] have 

proposed zone identification for words. They have used 

distance transform method for identification of zone like 

upper, middle, and lower. They [3] have proposed 

handwritten character recognition system. They have used 

hybrid classifier using tree and k-NN. They have used 

structural and statistical features. They have achieved an 

accuracy of 63%.  

A. A. Desai [4] has proposed character segmentation from 

old documents. He has used some pre-processing methods 

and Radon transform for segmentation.  

He [5] has proposed character recognition system for Gujarati 

numerals. He has used binarization, size normalization and 

thinning pre-processing methods. He has used hybrid features 

like a subdivision of skeletonized image and aspect ratio. He 

has used k-NN classifier with Euclidean distance method and 

achieved 96.99% accuracy. He [6] has proposed similar work 

using profile vector-based features. He has used multilayer 

feed forward neural network. He has achieved an accuracy of 

82%. He [7] has proposed similar work using hybrid feature 

set that includes aspect ratio, extent, and zoning. He has used 

SVM with a polynomial kernel for classification and 

achieved an accuracy of 86.66%. M. Maloo and K. V. Kale 

[8] have proposed handwritten numeral recognition system 

for Gujarati. They have used pre-processing methods like 

binarization, dilation, and skeletonization. They have used 

affine invariant moments (AMI) for feature extraction and 

SVM for classification and achieved 91% accuracy. M. B. 

Mendapara and M. M. Goswami [9] have used binarization, 

noise removal, and thinning pre-processing methods. They 

have used stroke based directional feature and used k-NN as a 

classifier. They have achieved 88% accuracy. R. Nagar and 

S. Mitra [10] have used binarization and thinning pre-

processing methods. They have used orientation estimation 

features and SVM as a classifier and achieved 98.97% 

accuracy. A. Vyas and M. Goswami [11] have used 

binarization, noise removal, and thinning pre-processing 

methods. They have used modified chain code, Discrete 

Fourier Transform, and Discrete Cosine Transform as a 

feature. They have used k-NN, SVM and ANN as a classifier 

and achieved 85.67%, 93.60%, and 93.00% accuracy 

respectively. Prutha Y M and Anuradha S G [12] have 

proposed real time traffic analysis system. They have used 

different morphological and edge detection techniques.  

 

Many researchers are working in Online Handwritten 

Character Recognition for different Indian languages, but no 

work is found for the Gujarati language till date. 

In Hindi online handwritten character recognition, M. 

Abuzaraida, A. Zeki, and A. Zeki [13] have used basic 

preprocessing methods and used chain code as a structural 

feature. They have used global alignment algorithm (GAA) 

for classification and achieved 96% accuracy. S. Belhe et al. 

[14] have used smoothing using a Gaussian filter and 

normalization pre-processing methods. They have used a 

Histogram of oriented gradient (HOG) as a feature. They 

have used a Gaussian kernel HMM for training symbol and 

stroke group-based tree structure for word recognition and 

achieved 89% accuracy. 

In Malayalam online handwritten character recognition, S. 

Joseph and A. Hameed [15] have used basic preprocessing 

methods and used six-time domain features with directional 

and curvature features. They have used SVM as a classifier 

and achieved 95.45% accuracy. Anoop M. Namboodiri [16] 

have presented work on Malayalam and Telugu language. 

They have used normalization, resampling using a Gaussian 

low-pass filter and an equidistant resampling to remove 

variations in writing speed. They have used moments of the 

stroke, direction, curvature, length, an area of the stroke, 

aspect ratio as features. They have used SVM using a 

Decision Directed Acyclic Graph (DDAG) and discriminative 

classifier. They have achieved an accuracy of 95.78% on 

Malayalam and 95.12% on Telugu.  Primekumar K.P. and S. 

Idiculla [17] have used duplicate point elimination, 

smoothing, normalization, resampling as preprocessing 

methods. They have used x-y coordinates, angular features, 

direction, and curvature are extracted. Using HMM classifier, 

they have used k means using Euclidean distance for training 

and using SVM classifier, they have used discrete wavelet 

transform for training. They have achieved an accuracy of 

97.97% using SVM and 95.24% using HMM. 

S. Amritha, C. Tripti, and V. Govindaru [18] have used noise 

removal and linking broken character preprocessing methods. 

They have used low level, high level, and directional features. 

They have used sigmoid function based neural network and 

used back propagation method to train it. They have used the 

disambiguation technique as a post-processing method for 

confusion sets. 

In Assamese online handwritten numerals recognition, G. 

Siva Reddy et al. [19] have used remove duplicate points, 

size normalization, smoothing, and linear interpolation and 

resampling pre-processing methods. They have used 

preprocessed coordinates as features and used HMM for 

classification. They have achieved an accuracy of 99.3%.  

In Tamil, online handwritten character recognition, A. 

Bharath and S. Madhavanath [20] have presented work on 

Tamil and Devanagari. They have used a set of nine features 

like, writing direction and curvature, aspect, curliness, 

linearity, and slope. They have used HMM for symbol 

modeling. They have achieved an accuracy of 91.8% for 

Tamil and 87.13% for Devanagari. 

K.H. Aparna et al. [21] have used preprocessing methods like 

interpolation, smoothing, and normalization of strokes. They 

have used 18 shape-based features. They have converted a 

group of stroke labels into a suitable character code. They 

have achieved an accuracy of 82.80%. 
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In Devanagari online handwritten character recognition, H. 

Swetha Lakshmi et al. [22] have presented work on 

Devanagari and Telugu. They have used normalization and 

smoothing preprocessing methods. They have used SVM and 

HMMs for classification. A. Sharma and K. Dahiya [23] have 

presented work for Devanagari and Gurumukhi languages. 

They have used size normalization, interpolating missing 

points, smoothing, slant detection preprocessing methods. 

They have used directional, local features. They have used 

the K-means clustering technique for a classification. They 

have achieved an accuracy of 94.69% for Gurumukhi and 

86.90% for Devanagari. 

 

In Bangla online handwritten character recognition, N. 

Bhattacharya et al. [24] have used offline horizontal 

histogram for segmentation. They have used chain code as a 

feature. They have used SVM as a classifier and achieved an 

accuracy of 97.45%. S.K.Parui et al. [25] have used noise 

removal, scaling, smoothing as preprocessing methods. They 

have used stroke-based features. They have used HMM as a 

classifier and achieved an accuracy of 87.7%. C. Biswas et al. 

[26] have removed repeated points, scaling, smoothing and 

normalization used as a preprocessor and used stroke-based 

features. They have used HMM for classification and 

achieved an accuracy of 91.85%. 

 

In Kannada online handwritten character recognition, K. 

Prasad G. et al. [27] have used principal component analysis 

(PCA) and dynamic time wrapping (DTW) for classification. 

They have achieved an accuracy of 88% using PCA and 64% 

using DTW.  

 

In Telugu online Character Recognition, J. Rajkumar et al. 

[28] have used normalization, smoothing and interpolation as 

preprocessing methods. They have used histogram based and 

SVM based methods for stroke pre-classification. They have 

used X and Y coordinate values, Fourier transforms, Hilbert 

transform and Wavelet features. They have used SVM for 

stroke recognition. They have used a ternary search tree and 

SVM for character recognition. They have achieved an 

accuracy of 90.55% using a search tree and 96.42% using 

SVM. 

 

III. FEATURE EXTRACTION 

 

Each stroke has some unique features. Such unique features 

of stroke are extracted and used for classification of 

characters. Different methods can be used to extract various 

features from a stroke. The feature can be of different types 

like shape based, intensity based, and texture based [29]. 

 

We have used different structural and statistical features. 

These features are extracted from each stroke. The size of 

stroke and speed of stroke may vary from user to user that 

may lead to wrong feature extraction. Proposed features are a 

size and speed independent. 

 

Each stroke drawn by the user is divided into 9 equal zones 

according to its length and width. Percentage wise 

distribution of active pixels from each zone is calculated and 

considered as features. Figure 2 illustrates the zoning of digit 

3 with a percentage of active pixels in each zone. Zone of 

starting and ending of every stroke is considered as features. 

Stroke's directional feature describes curvature. The chain 

code is used to get directional details of a stroke. Stroke’s 

direction is measured after every 10% of total drawn pixels. 

Figure 3 illustrates different chain code values for a different 

direction. Figure 4 illustrates stroke direction with its specific 

chain code. The extracted feature set values for character 3 

are 2,2,4,6,8,2,2,4,6, 1,1,3,1,8,7,16,9,15,17,7,8,13.  First 9 

digit indicates chain code values, next 4 digit indicates the 

starting and end zone and last 9 digits indicate a percentage 

of active pixels among 9 zones. 

 
Figure 2. Digit 3 in 9 equal zones with the percentage of 

active pixels 

 

Figure 3. Chain Code for each Direction 
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Figure 4. Chain code for Digit 3 

 

 

IV. CLASSIFICATION 

 

Support Vector Machine (SVM) is a supervised machine 

learning algorithm that is used as a classifier. It can be used 

for classification of one or more than one classes.  

It uses a different type of kernels to transforms data. This 

transformed data finds an optimal boundary. SVM can be 

used with different types of kernels like linear, polynomial, 

and radial basis function. With the help of these kernels, 

SVM gain flexibility in the selection of the threshold.  SVM 

finds unique global optimum solution due to quadratic 

programming and is less prone to overfitting [30]. We have 

compared linear, polynomial and radial basis function 

kernels for classification.  

 

V. RESULTS AND DISCUSSION 

The proposed system has a training dataset of 2000 samples 

collected from 200 different writers of different age group 

and gender, 10 samples were taken from each writer. The 

proposed System was tested by 50 different writers with 10 

samples each. In this system, we have achieved highest 

accuracy of 95% using the polynomial kernel, 93.8% using 

RBF kernel, and 92.6% using linear kernel.  As illustrated 

in figure 5, the highest accuracy of 99% for digit 0 using 

polynomial kernel. An accuracy of digit 0 is 97% using 

RBF kernel and 95% using a linear kernel. The lowest 

accuracy of 90% for digit 1 using linear kernel. 

 

Many writers wrote digit 1 in a different style and it has 

similarities with digit 2 and 7 so digit 1 has minimum 

accuracy. Digit 9 require multiple strokes to write it so it 

has minimum accuracy too. Table 1 shows a confusion 

matrix for SVM Polynomial kernel of all digits of 50 

writers.  

 

All the training data and testing data captured by developed 

GUI system. In this system, we have not used any 

preprocessing techniques that result in faster execution. The 

feature set used is size and speed independent. The 

proposed system took an average processing time of 0.15 

seconds per stroke. 

 

 
Figure 5. The accuracy comparison for Gujarati Numerals 

 

Table 1. Confusion matrix of Gujarati Numerals 

 
 

VI. CONCLUSION 

 

We proposed an algorithm for online handwritten 

Gujarati numeral recognition using feature set of 22 

different structural and statistical features. Support 

Vector Machine is used as a classifier with a linear, 

polynomial, and RBF kernel with a training set of 2000 

samples. This work achieved 95% accuracy of character 

recognition rate using SVM Polynomial with 0.15 

seconds of average execution time per stroke. 
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