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ABSTRACT: Clustering is important part in Data mining. Clustering is a technique, in which data is using in the form of 

clusters. A set of objects divided into groups these groups called clusters. K-MEANS is a basic type of clustering technique. It 

is an unsupervised learning. K-means clustering is a simple technique, which is use to group items into k clusters. BIRCH is 

one of the famous methods, which used with the k-means to improve the quality of data, which are present in clusters. BIRCH 

is an (Balanced Iterative Reducing and Clustering using Hierarchies). Birch is a scalable clustering method, which mainly 

designed for very large data sets. In this paper we discussed about review of other clustering technique which are used by 

others researchers for data mining. We also discussed the limitations and applications of clustering techniques, which are most 

popular for data mining. This paper also represents a current review about the K-MEANS and BIRCH algorithm.
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I. INTRODUCTION 

 

Researchers have estimated that amount of information in 

today’s world double for every 20 month. This information 

increased because of the increment in the use of computer 

hardware and computer software and the rapid computization 

of business, large amount of data has been collected and 

stored in database. Data stored in database give us large 

amount of information about what type of data is used. Text 

mining is used to separate the high quality information from 

different text.[1] And it is also extract the information from 

hidden patterns in large data collections. 

However, raw data cannot use directly for taking any type of 

information. Clustering algorithms used on the raw data and 

then form clusters of data, which gives needed information. 

Search Engines used to form a group of similar and dissimilar 

type of objects in different clusters. Clustering plays an 

important role in search engines to collect similar type of data 

easily. 

Data mining is one of the youngest used activities, which 

used to extract only Interesting factors. Clustering algorithm 

can be identifying the cancerous data records. It used to find 

the data of people that they are included in which data the 

person is either cancerous or non-cancerous [2]. 

 

Handling the records of student is very difficult process. By 

clustering, it is easy to form clusters of different information 

like class, scores, name all these are from different datasets. 

These datasets grouped in different clusters by using K-

MEANS and other algorithms. 

Clustering, classification, regression and association are 

different patterns used for data mining process. 

 

Stages of clustering in data mining: 

 

 

 

 

 

 

FIG.1 

Rest of the paper is organized as follows, Section I contains 

the introduction of the current issues of clustering in data 

mining. Section II contains the algorithm of clustering which 

used in research. Section III contains the research review of 

clustering techniques, which already used; section IV 

contains the research gap between the studies of clustering 

algorithms. Last section V Conclude the result of research. 

  

II. CLUSTERING 

 

Clustering is a sub area of mining the data streams since the 

algorithms use to grouping the data into classes or groups so 

that objects within a class or a group have same high type of 

data. Which connected to one another but these objects are 

Raw data 

Clustering 

algorithms Clusters of 

information 
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very dissimilar to the objects that present in other groups or 

cluster of object, according to few relationship metrics. 

 

A. Categories of Clustering Algorithms:  

Any specific algorithm cannot solve clustering problems but 

it requires other algorithms to solve a particular problem. 

Every algorithm is use to solve a some problem like time 

complexity, small data clusters, different type of data sets in 

one clustering. All these problems are solving with the help 

of clustering algorithms. 

     

Clustering categorized on the basics of what type of data is 

used. It is dividing in two types: 

 Partitioning Based Clustering 

 Hierarchical Based Clustering 

 Density based Clustering 

 Grid based Clustering  

 Model based Clustering 

 

K-MEANS CLUSTERING: 

 

This algorithm is one of the simplest and high-speed 

execution algorithms. K-MEANS clustering used in many 

areas like retrieval of information; recognize the patterns of 

datasets, which used in clusters. An algorithm of 

unsupervised learning that is called K-means algorithm. 

Handling the records of student is very difficult process. By 

clustering, it is easy to form clusters of different information 

like class, scores, name all these are form different datasets. 

These datasets grouped in different clusters by using K-

MEANS and other algorithms.[3] 

  

This algorithm used to solve the clustering. K-means 

clustering is a simple technique, which is use to group items 

into k clusters. An iterative method assigns points to those 

clusters whose centers are nearest. In globular clusters, K-

MEANS produce tighter clusters. 

1) Randomly select „c‟ cluster centers. 

2) Calculate the distance between each data point and cluster 

centers. 

3) Assign the data point to the cluster center whose distance 

from the cluster center is minimum from all the cluster 

centers. 

4) Recalculate the new cluster center using. 

BIRCH ALGORITHM: 

BIRCH (Balanced Iterative Reducing and Clustering using 

Hierarchies) 

Birch is a scalable clustering method, which designed for 

very large data sets. Only a single scan of data is required [4]. 

It is based on notation of CF (clustering features) a CF tree. It 

can handle spiral type clustering. In n number objects, the 

complexity is O (n). 

Clustering features tree (CF) depends on the: 

 Number of data cluster(N) 

 Linear sum of data cluster(LS) 

 Square sun of data clusters(SS) 

Basic Algorithm: 

 STEP 1: Load data into memory 

 STEP 2: Condense data 

 STEP 3: Global clustering 

 STEP 4: Cluster refining 

 

 

 

 

 

 

 

                                  

                               FIG 2.1 BIRCH  ALGO 

III. REVIEW OF LITERATURE 

Various authors in the past have done studies related to data 

mining, clustering, k-means and BIRCH Algorithm. Few 

studies reviewed by me about my research proposal are as 

follows: 

 

Christopher and Divya[5] focused on detection of outliers 

in data streams. According to them, it is a fundamental issue 

in data mining. They tried to analyze the performance of 

CURE with CLARANS and CURE with K-Means in order to 

detect outlier .they underwent through various performance 

measures for detecting outliers. The results signified that the 

efficiency of detection of outliers was more in case of CURE 

when combined with CLARANS then in case of CURE with 

K-Means. 

Kaur et al. [6] studied clustering algorithms in data mining. 

The paper concluded that K-Means is a better method than K-

Mediods type it is sensitive to noise whereas K-Mediods is 

not. BIRCH shows good reuse in case of large and small 

databases whereas CLARANS is better for small databases 

LOAD DATA INTO 

MEMORY 

CONDENCE DATA 

GLOBAL 

CLUSTERING 

CLUSTER REFINING 
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only. In case of non-spherical clusters, CURE is best in 

handling large databases whereas ROCK is better in case of 

Boolean and categorical data variables. The author concluded 

that sCHAMELEON is best for all types of data and it forms 

non-spherical clusters. 

Dr. Vijayarani et al. [7] explained that in data stream 

environment many challenges were faced when using 

clustering in data streams and detection of outlier. This 

research performed on detecting the outlier by using 

combination of different algorithms with K-means. Both 

CURE with K-means gave a better result. 

Hendrik Fichtenberger et al.[8]explained that data stream 

algorithm for the k-means problem called BICO, that 

combines the data structure of the SIGMOD Test of Time 

award winning algorithm BIRCH with the theoretical concept 

of co-sets for clustering problems. The k-means problem asks 

for a set C of k centers minimizing the sum of the squared 

distances from every point in a set P to its nearest center in C. 

We compare BICO experimentally with popular and very fast 

heuristics (BIRCH, Mac Queen) and with approximation 

algorithms (Stream-KM++ [2], Stream LS) with the best-

known quality guarantees. We achieve the same quality as the 

approximation algorithms mentioned with a much shorter 

running time, and we get much better solutions than the 

heuristics at the cost of only a moderate increase in running 

time. 

 

Shi Na et al.[9]found that clustering analysis method is one 

of the main analytical methods in data mining, the method of 

clustering algorithm will influence the clustering results 

directly. This paper discusses the standard k-means clustering 

algorithm and analyzes the shortcomings of standard k-means 

algorithm, such as the k-means clustering algorithm has to 

calculate the distance between each data object and not all 

cluster centers in iteration make the efficiency of clustering is 

high. This paper proposes an improved k-means algorithm in 

order to solve this question, requiring a simple data structure 

to store some information in iteration, which used in the next 

iteration. The improved method avoids computing the 

distance of each data object to the cluster centers repeat, 

saving the running time. Experimental results show that the 

improved method can effectively improve the speed of 

clustering and accuracy, reducing the computational 

complexity of the k-means. 

Kumar J. and Sinha B.K. [10]found out that privacy 

regulations and other privacy concerns used for Data 

analysis. Data analysis prevents data owners, which used for 

sharing the information. These data owner always gives good 

results for privacy preservation and accurate clustering. After 

removing the data owner a new approach Vector quantization 

used for, solve the problem. This approach used for piecewise 

on datasets, which are divided datasets of each row into 

segments. Some results presented which tries to find the 

optimum value and these quantization parameters performed 

between data privacy and clustering utility to take good 

results. 

   

Vadiya and Clifton[11]presented the method for k-means 

clustering where the existence of different sites, attributes but 

common entities. They implied that cluster of each entity is 

known by each site but not about the attribute. The authors 

focused on reducing communication cost with ensured 

reasonable privacy. The paper tried to combine data mining 

algorithms and provided a direction to implement them with 

privacy and other information based disclosure properties. 

The authors hoped for a standard method of development in 

data mining to ease the task of privacy preserving. 

 

Tian Zhang et al[12] analyzed that for processing of large 

data sets data clustering do not address the problem with 

limited amount of sources which are used in clustering to 

address the problem. To solve the problem BIRCH (balanced 

iterative reduction and clustering hierarchies) is used which 

deal with the real problems. For these problems, following 

solutions are used: 

 Building a pixel classification tool (iterative and 

interactive) 

 Generating the initial codebook for image 

compression 

 

Raghu Ramakrishnam et al.[13] analyzed that clustering 

not handle the large data sets. Many algorithms are used to 

cure this problem then it faces many other problems with 

high dimensional like noise in data. To solve this problem 

BIRCH algorithm is used which deal with the multi-

dimensional metric data points to produce the best quality 

clustering with the available resources. BIRCH deals with the 

following problems: 

 It can improve the quality of data in one scan. 

 More improve the quality in additional scans. 

 

 Kedar B. Sawant[14] analyzed that in Partitioned clustering  

selection of random centers is very difficult and this 

clustering technique is only select single portion of data 

instead of full clustering structure. K-MEANS algorithm used 

to overcome this problem but not all problems are handles by 

K-MEANS so this paper gives a modified K-MEAN 

algorithm to reduce this find this iterative problem and 

improves the time complexity. 

 

Sachin Shinde et.al[15] examined that to search and read a 

single research paper consumed two to three hours per paper. 

To overcome the time complexity problem traditional K-

MEANS used but this algorithm not efficient .This paper 

gives improved K-MEANS algorithm which is used to 

making algorithm very efficient and it will reduce the time 

complexity to find a research paper. 
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Rajesh N.et.al[16]analyzed that privacy preservation play an 

important role in data mining. Mined data should be secure. 

Many techniques like Randomization. For privacy purpose K-

anonymity, technique is used. In this p researchers give 

privacy preservation with fuzzy logics, neural network 

learning which overcome the problems. 

 

Raj bala[17]analyzed that every algorithm in clustering is 

not efficient and accurate for mining the data from data set 

clusters. It is comparative analysis of K-MEANS and density 

based algorithm. In this research researcher, conclude that K-

means is best for efficiency and accuracy. 

 

Maneesh Upmanyu et.al[18] analyzed for privacy 

preservation protocol for K-MEANS algorithm. For sharing 

personal information of any organization, privacy is major 

part. In this, we use the paradigm of secret sharing in which 

data divided into multiple shares and processed separately at 

different servers. This paradigm gives solution of negligible 

communication in cloud computing. This process is million 

times faster than other used protocols for privacy 

preservation.   

 

 Ipsa De[19]analyzed that data mining is very difficult when 

datasets are distributed between two different parties and 

more difficult when both parties do not want to share their 

data sets with each other. This researcher gives a solution of 

this problem by using privacy preservation two party 

hierarchical clustering algorithms over vertically partitioned 

datasets.   

 

Jinfei Liu[20]analyzed DBSCAN algorithm is used for that 

data-sets which are distributed between two parties which 

gives a results of using data without inform the parties which 

is not private. In this paper researcher, address the problem of 

privacy preservation DBSCAN. In this, two protocols for 

privacy preservation of DBSCAN over horizontally or 

vertically partitioned data. In this paper researcher, also 

provide the analysis of performance of protocols and give the 

privacy proof of the solution. 

 

 R. Sasikala[21] analyzed that privacy preservation has 

become most popular in data mining. In this paper researcher, 

introduce a new K-Anonymity algorithm, which used to 

transform a K-Anonymity datasets into K-Anonymity 

datasets. This algorithm used to transform a table so that no 

one can make high probability association between records in 

the table. In this, each entity is different from at least k-1 

records. 

Dr. T. Christopher[22]analyzed that data streams clustering 

is helpful to cluster the similar type of data items in data 

streams. Outlier detection is major issue in data mining. 

Clustering algorithms used for outlier detection. However, 

data streams in clustering are new researching area in data 

mining. This refers to the process of extracting knowledge 

from fast growing data. 

 

Tapas Kanungo[23]This researcher present a new algorithm 

of K-MEANS clustering is Lloyd’s algorithm which is call 

filtering algorithm. This algorithm is using for distortion in 

BIRCH algorithm and find the nearest centre. 

 

B.S.Sangeetha[24]proposed a research based on searching 

latest research papers easily by using K-MEANS clustering 

algorithm. This researcher gave an arranged research papers. 

This is less time consuming and gives update information of 

latest research paper. 

 

T.Vijaya Kumars et.al[25] proposed a graph based 

clustering based on web usage pattern. In which it first 

session uses time oriented approach, which based on sessions 

and page requests. Then its data points are generated which is 

generated by CHAMELEON ALGORITHM. 

 

P.Prabhu et al[26]proposed a improved complexity in high 

dimensional data-sets which are used in K-MEANS 

clustering algorithm. It improve the  efficiency and accuracy 

in high dimensional data by using dimensional reduction 

method such as Principal component Analysis (PCA) 

 

                         TABLE 3.1 

 

 List of research paper discussed    

 

S. 

No. 

  Author 

Name 

Extracted   

features 

Clustering technique 

 

1. 

 

 

Christopher 

and Divya 

 

Detection of 

outliers 

 CURE with 

K-MEANS 

 CURE with 

CLARAS 

 

2. 
 

Kaur et al 

 

Noise 

reduction 

 K-MEANS 

 K-MEDIODS 

 BIRCH 

 

 

3. 

Dr. S. 

Vijayarani et 

al 

Detection of 

outliers with 

data streams 

CURE with K-MEANS 

4. Hendrik 

Fichtenberger 

et al 

Time 

complexity 

 

          BIRCH 
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15. Ipsa De Privacy 

between 

two 

hierarchical 

parties 

HIERARCHICAL 

CLUSTERING 

16. Jinfei Liu Privacy 

preservation 

        DBSCAN 

 

17. 

       R. 

Sasikala 

Privacy in 

tables 

New K-Anonymity 

algorithm  

 

18. 

  Dr. T. 

Christopher 

Knowledge 

extraction 

Data streams 

 

19. 

Tapas 

Kanungo 

Exact 

centre 

distortion 

Lloyd algorithm 

20. B.S.Sangeetha 

et.al 

Time 

complexity 

K-MEANS 

 

21. 

T.Vijaya 

Kumars et.al 

Clustering 

of web uses 

CHAMELEON 

ALGORITHM 

 

22 

P.Prabhu et al High 

dimensional 

data-sets 

K-MEANS 

 

 

IV. RESEARCH GAP 

 

In 1997, Tian Zhang and his other researchers used a 

clustering BIRCH algorithm, which is only useful for large 

data sets. Then In 2003, Vadiya and Clifton named 

researcher used K-means algorithm in privacy preservation 

but this algorithm only handle small-scale type of data. 

Then many researchers used many clustering algorithm for 

privacy preservation in data mining, time complexity and 

for large datasets in data mining. Nevertheless, no 

algorithm used for handling privacy preservation in data 

mining for large data sets. BIRCH algorithm only handles 

the large data sets and numeric data and result in BIRCH 

algorithm is very difficult to modify again once the 

merging or splitting decision made while In K-MEANS 

algorithm only handles the privacy preservation in small 

segments of data and k-means cannot handle the data in 

different sizes and shapes. K-means algorithm shows 

outliers when the different execution on the same data is 

always different. In this research, we show a new result by 

using K-MEANS and BIRCH algorithm for privacy 

preservation large datasets. In which birch used for large 

data sets and K-means gives privacy. 

 

CURE Numeric Arbitrary O(n^2 

log N) 

Yes 

BIRCH Numeric  Convex O(n) Yes 

CHAMELEON Numeric  Arbitrary  O(n^2) No 

 

V.  CONCLUSION 

 

Table 4.1 

Comparison of different clustering Algorithms: 

 

Cluster 

algorithm 

Data 

type 

handling 

Cluster 

shape 

Complexity Handling 

high 

dimensional 

data 

K-

MEANS 

Numeric Convex O(nkt) No 

 

In this paper, we have discussed different clustering 

approach of K-MEANS and BIRCH algorithm. Different 

researchers search the applications, limitations, advantages 

of these clusters algorithms in their work that done 

previously. In this review, paper we observed that lot of 

improvement has been making in K-MEANS and BIRCH 

algorithms in past years. Most work done improved 

accuracy, time complexity and reliability of clusters. 

Setting of initial numbers of clusters and different type of 

clusters is always a challenging task in K-MEANS and 

BIRCH Algorithm. Hence, this paper concludes that yet 

5. Shi Na et al    Centers 

repeat 

Analysis of K-

MEANS 

 

6. 

Vadiya and 

Clifton 

Privacy 

preservatio

n 

K-MEANS 

7. Tian  

Zhang et  al. 

Large  

     datasets 

BIRCH 

 

 

8. 

 

 Kumar J. and 

Sinha 

 B.K 

 

Privacy 

preservatio

n 

 

Quantization 

approach with K-

MEANS 

 

9. 
 

Raghu 

Ramakrishna

m  

 

Large 

datasets 

 

          BIRCH 

 

10

. 

 

Kedar B. 

Sawant 

 

select 

random 

centers 

 

 

K-MEANS 

 

11

. 

 

 

Sachin 

Shinde 

 

Time 

complexity 

 

K-MEANS 

 

12

. 

 

Rajesh N.et.al 

 

 

Privacy 

preservatio

n 

 FUZZY 

LOGIC  

 NEURAL 

NETWORK 

 

13

. 

 

Raj Bala 

 

Efficiency 

Accuracy 

 

 K-MEANS 

 DENSITY 

BASED 

 

14

. 

 

Maneesh 

Upmanyu 

et.al 

 

 

Privacy 

preservatio

n 

 K-MEANS 

 SECRET 

SHARING 

PROTOCOL 
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there is still so much to explore and research regarding 

these algorithms. 
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