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Abstract— Communication has become stronger due to exponential increase in the usage of social media in the last few years. 

People use them for communicating with friends, finding new friends, updating any important activities of their life, etc. 

Among different types of social media, most important are social networking sites and mobile networks. Due to their growing 

popularity and deep reach, these mediums are infiltrated with huge Vol.of spam messages. In this paper, we have discussed 5 

traditional machine learning techniques for detecting spam in the short text messages on two datasets: SMS Spam Collection  

dataset taken from UCI Repository and Twitter dataset. Twitter dataset is compiled by crawling the public live tweets using 

Twitter API. The BoW with TF and TF-IDF weighing schemes is used for feature selection. The performance of various 

classifiers is evaluated with the help of metrics like precision, recall, accuracy and F1 score. The results show that the Random 

Forest gave highest accuracy with 100 estimators.   
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I. INTRODUCTION 
 

Spam refers to the irrelevant or unsolicited messages sent 

over the network with the sole intention of attracting the 

attention of a large number of people [1]. Spam may or may 

not be harmful to the intended person. It might range from 

just a funny text message to a deadly virus that may corrupt 

the entire machine or a code written to steal all the 

information on your machine. Initially, the spam started 

spreading with email, but with the increase in the use of the 

Internet and the advent of social media [2], they started to 

spread like an epidemic.  

According to a technical report by Ferris Research Group [3], 

it is stated that these types of mails occupy a chunk of 

bandwidth and storage space with the user wasting their 

precious time and energy in avoiding these types of mails. 

This has resulted in the financial strain on organizations, 

increased requirement of storage, spreading of offensive 

material like pornographic content and above all it violates 

the privacy of the people at the receiving end. Other 

mediums of spam are social networking sites, spam blogs, 

etc. which are used to send/ receive messages and the SMS 

which carry spam over mobile networks. The increasing 

awareness about the email spam has decreased the return rate 

drastically, therefore traditional spammers are now using 

mobile and Internet technologies as a spam medium. With 

the widespread availability of smart phone, there is an 

increase in the Vol.of data exchanged over the network. SMS 

is a very cost effective method used for exchanging messages 

and therefore these can be used to send to the users 

individually. It has a higher response rate as compared to 

email spam. Apart from emails, and SMS [4], social 

networking like Twitter [5], Facebook, instant messenger like 

WhatsApp etc. are also contributing to a major chunk of 

spam over the network.  

Spam detection is a tedious task and in the absence of 

automatic measure for filtering of message, the task of spam 

filtering is taken up with the person at the receiving end. One 

of the measures for spam protection is to include Ad hoc 

classifiers. These are the classifiers are applicable in response 

to a particular type of spam or to restrict spam messages from 

a particular source. Examples of these types of classifiers 

include blocking the incoming messages from a particular 

source by the email client knowing that the sender’s address 

is in the blacklist. 

Similar to Ad hoc classifiers, there is a rule based filtering, 

with the difference that rules are more formally written and 

can be deployed to a wide area of clients. A set of pre-

defined rules are applied to an incoming messages and the  

message is marked as spam if the score of the test exceeds 

the threshold specified. Survey of anti–spam tools are 

provided in [6, 7]. Many companies have additional checks 

in the form of white–listing, black–listing [8, 9] and grey–

listing [10]. However, the success of these methods is limited 

and they need to be combined with automatic machine 

learning methods in order to get fairly good results. Machine 

learning algorithms comes under the category of content 

based classification technique since the properties and 

features are extracted from the text of the message. Some 
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most common classifiers used for spam detection are SVMs, 

Naïve Bayes, Artificial Neural Network, and Random 

Forests. These classifiers need a way to extract features from 

the text. The most common model for feature extraction is 

Bag – of – words (BoW). There are different weighing 

schemes in BoW model like Term Frequency (TF), Inverse 

Document Frequency (TF – IDF) etc., but all of them uses 

the token frequency in some form. Agarwal [11] has defined 

various composite features like information gain (IG), 

minimum redundancy maximum relevancy (murmur) besides 

new bi – tagged features like POS, etc. Agarwal [12] has 

used also used common sense knowledge using ConceptNet 

for feature extraction. 

In the above mentioned classifiers, the most effective and a 

simple statistical classifier is a Naïve Bayes among other 

classifiers [13]. It is most widely used and researched. It 

assumes that the features extracted from the word vector are 

independent of each other [14, 15]. Much of the work is done 

in the area of spam detection using Naïve Bayes. Yang [16] 

proposed Naïve Bayes classifier ensemble based on bagging 

which improved the accuracy of the classifier. Kim [17] 

experimented with different no. of features used for spam 

classification using the same algorithm. Androutsopoulos 

[18] also performed a comparison between naïve bayes and 

key –word based spam filtering on social bookmarking 

system and concluded that the performance of Naïve Bayes is 

better amongst the two. Almeida [19] used different 

techniques like document frequency, information gain, etc. 

for term selection and used it with four different versions of 

Naïve Bayes for spam filtering. He concluded that Boolean 

attributes perform better than others and MV Bernoulli 

performs best with this technique.  

Apart from Naïve Bayes, another very popular traditional 

classifier is a Support Vector Machine (SVM) [20]. Like 

Naïve Bayes, SVM is also used for detection of spams from 

various social media like Twitter [21], Blogs [22], etc. There 

are various variations introduced to further enhance the 

performance of SVM classifier. For e.g. Wang [23] proposed 

GA-SVM algorithm in which genetic algorithm used for 

feature selection and SVM for the classification of spams and 

its performance was better than SVM. Tseng [24] created an 

algorithm that gave an incremental support to SVM by 

extracting features from the users in the network. This model 

proved to be effective for the detection of spam on email. 

Functional spam detection is done with the help of temporal 

position in the multi – dimensional space.  

Other than SVM, another functional classifier is k – NN [25]. 

It has also given good results in the area of spam detection. 

There are many other researchers who used KNN for spam 

detection in different applications [26, 27, 28]. Artificial 

Neural Network (ANN) has also shown promising results in 

the area of spam detection. Sabri [29] used ANN for spam 

detection in which the useless input layers could be changed 

over a period of time with the useful one. Silva [30] 

compared different types of ANN like MLP, SOM, 

Levenberg-Marquardt algorithm, RBF for content based 

spam detection, concluded that some of them have high 

potential. Ensemble methods have proven their capability as 

a classifier in the field of spam detection. One of the highly 

efficient classifier is random forest. DeBarr [31] used 

clustering along with Random Forest for spam classification. 

Several researchers gave comparison between the above 

discussed classifiers in literatures [32, 33, 34].  

The rest of the paper is organized as follows: Section II 

discusses various traditional machine learning algorithms. 

Experiments and results are given in Section III and finally 

Section IV concludes the results and findings. 

II. TRADITIONAL MACHINE LEARNING 

CLASSIFIERS 

A. Support Vector Machine (SVM) 

Support vector machine (SVM) [20] is a non – probabilistic 

supervised learning classifier that assigns a class label to the 

test data. The training text data are represented in the form of 

n–dimensional vector that consists of a list of numbers which 

are represented as points in n – dimensional space. SVM 

finds a suitable (n – 1)–dimensional hyperplane that separates 

different classes of data objects. There might be many 

hyperplanes which act as classifier, but the hyperplane is 

chosen such that the distance between the classes on each 

side of data points is maximized. 

 

Figure 1.  Support Vector Machine 

Figure 1 shows the hyperplane that lies half way in between 

them is known as maximum – margin hyperplane. Two 

parallel hyperplanes have to be found that separate the two 

classes by the maximum distance between them. The region 

bounded by these two hyperplanes is known as margins. 

Classification of SVM is based on features extracted from the 

training text. These features can be extracted using variety of 

techniques like Bag-of-words (BoW), chi-square etc. 

B. Naïve Bayes Classifier (NB) 

Naïve Bayes (NB) [35] classifier is one of the oldest and 

most effective machine learning method. The main reason for 

its popularity is its high performance while maintaining its 

simplicity. It is a probabilistic classifier which classifies the 

data instance according to the frequency/ probability of the 
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feature vector while having an unrealistic assumption of 

feature independence. NB classifier is a supervised statistical 

learning algorithm based on Bayes’ Theorem given by 

Thomas Bayes (1702 – 1761).  

 
   

 

| *
| 

P D C P C
P C D

P D
  (1) 

where C and D are events and P(D) ≠ 0. 

P(D) and P(C) are the prior probabilities of observing D and 

C without regard to each other. 

P(C | D), a conditional probability or posterior probability, is 

the probability of observing event C given that D is true. 

P(D | C) is the probability of observing event D given 

that C is true. 

In the above rule, one conditional probability of one event is 

considered while in NB classifier, the probability of an event 

is computed based on many different events or features in 

case of text classification. 

C. Artificial Neural Network (ANN) 

Artificial Neural Networks (ANN) were initially developed 

to model the working of the human brain. It is a 

computational model of the biological neural network and 

takes inspiration from biological working of specialized cell 

called Neurons. Theoretically speaking ANN is able to 

emulate the learning process of concepts by human brain. 

The most basic unit of ANN is known as neuron or a node. 

The Figure 2 shows a single neuron. The input is received 

through other nodes connected with the weighted edges or 

connections. The weights on the connections are dependent 

on the relative importance of the inputs. The output is 

connected as the function of sum of weighted inputs. 

 

Figure 2. A Single Neuron 

The function f(x) is known as activation function and the 

output y1 is calculated as shown in Eq. (2): 

  
1 1 1 2 2 3 3

    f x y x w x w x w   

    (2) 

A typical ANN is described below: 

Architecture of ANN:  

Figure 3 shows a basic artificial neural network, which 

consists of three layers: An input layer, a hidden Layer and 

an output layer. The input layer consists of neurons, which 

receives input from several other neurons and are connected 

with hidden layer via edges or synapses. These synapses 

stores the values called weights and help in manipulating the 

sending the output to the output layer. The connection 

between the neurons is dependent on the weight value, 

therefore, the node having more weight passes more 

information. Mathematically, ANN is directed graph G with 

an ordered 2-tuple (V, E) consisting of a set V of vertices and 

E of edges with vertices V= {1,2,..,n} and arcs A= {<i,j> | 

i≥1,j≤ n} 

 

Figure 3. An Artificial Neural Network 

D. k-Nearest Neighbor (KNN) 

k – Nearest Neighbor (KNN) is one of the non – parametric 

supervised learning algorithm that gives fairly good results 

regardless of its simplicity. The main feature of KNN is that 

it is independent of the assumptions on the underlying data 

distribution, since our day to day real world data doesn’t 

follow typical theoretical assumptions like linearly separable, 

Gaussian mixtures etc. This method is a lazy learning method 

where the generalization of the data is delayed until the query 

is placed rather than the generalization with the training data 

before actually receiving the query. Therefore, training phase 

is fast in comparison to other popular supervised learning 

classifiers which consists of storing the feature vector and 

class labels of the training samples, but a slow and costly 

testing phase in terms of time and memory. KNN 

approximates the target function depending on the individual 

query which results in a simultaneous solution of multiple 
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problems and it also helps in dealing with variations in the 

problem domain as well. 

In KNN, classifier works on the basis of k number of 

neighbors in its vicinity. The test object is assigned the label 

of the class of the most frequently occurring object among 

the k training samples nearest to the test object. If k = 1 then 

the test object is assigned the class of its nearest neighbor. 

 
Figure 4. k – Nearest Neighbor Classifier 

In the Figure 4, object A will be assigned the class label 

orange as the majority of its neighboring object (dashed 

circle) are orange and object B would be assigned class label 

blue. Some of the commonly used measures to calculate the 

distance between the test object and the various training 

object are Euclidean distance and Manhattan distance: 

 

E. Random Forest (RF) 

Random Forest [36] uses an ensemble methodology to build 

a classifier model. The ensemble technique integrates 

multiple models for improvement in the final prediction. In 

case of random forest, various decision trees are combined 

together so as to produce better results than a single tree. The 

dataset is divided into sub – sets repeatedly and the decision 

trees are constructed on the basis of various combinations of 

variables. Thus, huge number of trees are constructed by 

using various combinations and order of variables. The 

combination of randomly generated trees forms a forest, in 

the decision trees each node is split using the best set of 

variables which are randomly chosen at that node. This has 

an advantage over deep trees, as they tend to overfit during 

the training as go deep in order to reduce the error which 

increases the test error. 

III. EXERIMENTAL SETUP 

A. Preprocessing 

The natural language used in social media text is not 

structured and does not follow the language rules. Therefore, 

initial analysis and pre – processing is required for effective 

feature selection and classification. Pre - processing is one of 

the critical tasks in the area of text classification or Natural 

Language Processing (NLP). This is because the raw data 

from the source is generally incomplete, inconsistent or noisy 

and it requires cleaning and to be bought in the form where it 

can be used in the model for the classification task. This task 

is also dependent on the type or source of data and the results 

of the classifiers varies to a great extent as a result of pre – 

processing. To prepare the data various steps are performed 

like removal of special characters, stop word removal and 

tokenization. Special characters refer to the characters like 

comma, full stop etc. which are removed from the raw data. 

The next step consists of conversion of the data strings into 

tokens. The tokens are individual words that do not have any 

non – alphabetic character in between. Along with alphabetic 

tokens numeric tokens are also retained.  These tokens form 

the set of feature space for the classifier models. From this 

feature set, the most commonly occurring words, also known 

as stop words are removed since these don’t contribute 

significantly to the feature set. Apart from these basic steps, 

twitter data need some additional pre – processing due to the 

nature of tweets. Since tweets that have been scraped are 

public live tweets therefore, each consists of a hyperlink that 

opens the tweet in the Twitter App. These links are removed 

from the raw data. Tweets also contain the twitter handle, i.e. 

twitter user name of the person sending the tweet. Since our 

work is based on the text features, therefore the twitter 

handle (starting with @ followed by the user name) is 

removed which is not significant for the text classification 

work. 

B. Dataset   

A supervised learning classifiers are used to carry the 

classification tasks. Therefore, training as well as testing data 

is required for effective classification. The spam 

classification is carried on the short social media text 

messages that are limited in length. We have considered two 

mediums of social text: the mobile messages in the form of 

SMS text and text from micro blogging site, Twitter. The 

data for the SMS message is taken from the UCI Repository 

and the Twitter text data is scrapped from the public live 

tweets. These two datasets are described below: 

SMS Spam Corpora 

SMS Spam Collection dataset is taken from UCI repository 

which was composed in 2012. It consists of 5574 mobile 

SMS out of which 747 are spam, and 4827 are ham. These 

text messages were collected from various sources like 425 

spam messages were taken from the UK website: 

Grumbletext, 3,375 ham SMS from NUS SMS Corpus 

(NSC), 450 ham messages from Caroline Tag’s PhD Thesis, 

and rest 1002 messages from SMS Spam Corpus v.0.1 [37]. 

The dataset is in the form of text file where every line 

consists of a label followed by the message. The distribution 

of text SMS as spam and ham is shown in Table 1. An 

example of SMS spam is shown Figure 5: 
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Figure 5. Example of SMS Spam 

Twitter Corpora 

This dataset has been created by scrapping the public live 

tweets from the micro blogging site Twitter using Twitter 

API. While scrapping the tweets, the keywords were 

provided that might help us to retrieve the desired type of 

tweets falling into one of the categories of spam or ham. 

Some examples of the keywords or the lexicons are “porn”, 

“lottery”, “school”, “video” etc. The full list is provided in 

Appendix B. These tweets have been manually classified as 

ham or spam. Some examples of Twitter spam are shown in 

Figure 6: 

 
Figure 6. Examples of Twitter Spam 

The no. of tweets class wise are shown in the Table 2.2 

Table 1. Details of Spam Corpus  

Dataset Description 

Dataset Total Instances No. of Hams No. of Spam 

SMS Spam 5574 4827 747 

Twitter 5096 4231 865 

 

The dictionary of words is created for both the datasets where 

the SMS dataset has 85,477 words with 8,277 unique words. 

The Twitter dataset has 97,831 words with 14538 unique 

words. 

C. Evaluation Measures 

For the evaluation of results, metrics like Precision, Recall, 

Accuracy and F1 score are calculated. The calculation of 

these matrices is based on the confusion matrix shown in 

Table 2. For a binary classification problem the matrix has 2 

rows and 2 columns. Across the top, the labels represent the 

actual class labels and down the side, the predicted class 

labels are shown. Each cell in the matrix shows the number 

of predictions by the classifier of the category of that cell. 

Various labels of matrix are defined as: 

TP – Positive labels predicted as positive 

TN – Negative labels predicted as negative 

FP – Negative labels wrongly identified as positive 

FN – Positive labels wrongly predicted as negative 

Table 2. Confusion Matrix 

Type Ham Spam 

Ham True Positive (TP) False Positive (FP) 

Spam False Negative (FN) True Negative (TN) 

The various evaluation metrics are calculated as below: 

 

1. Accuracy is the number of correct predictions made in 

either of the class divided by the total number of 

predictions made. It is then multiplied by 100 for getting 

the percentage. It is calculated as shown in Equation 3: 

 



  

TP TN
Accuracy

TP FP FN TN          
 (3) 

2. Precision is the number of True Positives divided by the 

total of True Positives and False Positives. Thus, 

Precision is the measure of a classifiers exactness. A low 

precision might indicate a large number of False 

Positives. It is calculated as shown in Equation 4: 




TP
Precision  

TP FP
  (4)  

3. Recall is the number of True Positives divided by the 

total number of True Positives and False Negatives. A 

recall can be thought of as a measure of a classifiers 

completeness. A low recall indicates high False 

Negatives. It is calculated as shown in Equation 5: 




TP
Recall  

TP FN
  (5) 

4. F1 Score is one of the best measure of classifier’s 

accuracy. While calculating F1 scores, precision and 

recall both are considered as it is the weighted average 

of both. It has the value between 0 and 1 while 0 being 

the worst case and 1 being the best case. It is calculated 

as shown in Equation 6: 

1
2



Precision* Recall
F   * 

Precision Recall
 (6) 

D. Results and Discussion 

The experiments for the classification of Spam on traditional 

classifiers are tested on two corpuses: SMS spam dataset and 
Twitter dataset. It is implemented in python 2.7 using scikit-

learn library. In the experiments, bag – of – words model is 
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used for text representations with two different weighing 

schemes for feature extraction: Term Frequency (TF) and 

Term Frequency – Inverse Document Frequency (TF – IDF) 

to extract feature vectors.  

The application of the Naïve Bayes algorithm for the spam 

classification is carried out with the variable feature size. 10 

fold cross validation is used with 80% data used for training 

while 20% used for testing which resulted in accuracy of 

97.65% in the SMS spam dataset and 91.14% in the case of 

Twitter dataset. 

The results of the application of support vector machine on 

both the datasets with various kernel functions are shown in 

Table 3. The performance of a linear function is better as 

compared to others. 

Table 3. Accuracy of SVM with different kernel functions 

Kernel Function Accuracy 

(SMS) 

Accuracy 

(Twitter) 

Linear 97.45 93.14 

Polynomial Degree = 2 87.71 82.45 

Polynomial Degree = 3 85.65 83.24 

 

Table 4 shows classification of spams based on different 

value of k for both the sub tasks. The performance shows that 

with the increase in the number of neighbors, the accuracy of 

the classifier generally drops. 

 

Table 4. Accuracy of KNN classifier with different value of k 

K Accuracy (SMS) Accuracy (Twitter) 

2 90.40 91.96 

5 87.67 89.60 

10 89.87 87.80 

20 85.92 88.79 

 

The implementation of random forest is done using 100 

estimators. Though the complexity of the model has 

increased, but there is an increase in performance in terms of 

accuracy as compared to the other classification models. 

 
Table 5.  Classifier Results SMS Spam Corpus with weighing scheme: TF 

Classifier Precision Recall Accuracy F1 

KNN 88.60 86.82 86.82 82.52 

NB 97.74 97.76 97.76 97.74 

RF 96.89 96.77 96.77 96.62 

ANN 97.38 97.40 97.40 97.39 

SVM 97.18 97.22 97.22 97.18 

 
Table 6. Classifier Results SMS Spam Corpus with weighing scheme: TF – 

IDF 

Classifier Precision Recall Accuracy F1 

KNN 91.37 90.40 90.40 88.13 

NB 97.64 97.67 97.67 97.65 

RF 97.88 97.85 97.85 97.77 

ANN 97.41 97.40 97.40 97.40 

SVM 97.45 97.49 97.49 97.44 

 

 

Table 7. Classifier results Twitter Corpus with weighing scheme: Term 

Frequency 

Classifier Precision Recall Accuracy F1 

KNN 89.56 89.41 89.41 89.48 

NB 91.21 91.57 91.57 91.14 

RF 91.78 91.27 91.27 90.18 

ANN 91.36 91.67 91.47 91.39 

SVM 91.79 92.06 92.06 91.60 

 

Table 8. Classifier results Twitter Corpus with weighing scheme: TF – IDF 

Classifier Precision Recall Accuracy F1 

KNN 91.61 91.96 91.96 91.38 

NB 91.69 92.06 92.06 91.74 

RF 93.25 93.43 93.43 93.04 

ANN 91.80 91.18 91.18 91.41 

SVM 92.91 93.14 93.14 92.97 

These classifiers are the benchmark classifiers for comparing 

the results of the spam detection and they work on the 

features extracted before – hand to develop a classification 

model that could be used with the unlabeled data. The 

classification results for various classifiers with 2 different 

weighing schemes are summarized in Table 5 to 8. The 

experimental results show that the Random Forest (97.88 and 

93.43) performs best for the spam classification task using 

TF-IDF weighing scheme, among the traditional classifiers 

with an accuracy of 97.88% for SMS spam dataset and 

93.43% for Twitter dataset. 

IV. CONCLUSION 

 

Experiments were performed on various classifiers that are 

used as benchmark models for spam detection. These 

traditional classifiers performed well in terms of accuracy in 

classification of spams in both the dataset. The features are 

extracted by the feature extraction method: bag – of – words, 

using two different weighing schemes: TF and IDF. In both 

the datasets, it was found that the results of the TF-IDF are 

better and prevents overfitting of data. Overall, Random 

Forest performs the best with 100 estimators with an 

accuracy of 97.77% in case of SMS spam corpus and an 

accuracy of 93.04% in case of Twitter corpus. The  

The SMS text message and Tweets being limited in size, 

have a limited number of features and also people use 

shorthand notations, unstructured English language with lot 

of slangs. Therefore, the classifier training is difficult and it 

is best done with large amount data. The future work 

includes the use of pre – trained word vectors such as 

Google’s word vec which adds semantic meaning to the 

word vectors for classification tasks. The feature extraction is 

handcrafted, therefore a method is sought after where the 

model learns the features, instead of depending on features 

extracted by the human experts. 
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