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Abstract— Biometric is the process which is used to measure people’s distinctive physical and behavioural characteristics with 

the help of mathematical analysis. The technology is principally used for detection and right to use management, or 

for distinguishing people WHO area unit beneath police work.  Now a days used biometric systems are of face, fingerprints, 

iris,  retina, signature, palm print, identification and so on to see a person’s identity. In this paper, we have a tendency to 

contemplate face and fingerprint features for authentication and confirmation. Victimisation this knowledge we have a 

tendency to project a model for authentication in multimodal biometry that is typically referred to as Context-Sensitive 

Exponent Associative Memory Model (CSEAM). CSEAM applied on biometry patterns and afford security for the data. In the 

first step of this paper, Discrete Wavelet Transformation (DWT) face and finger can be applied at first and then Fusion can be 

applied . In the second stage Principle Component Analysis (PCA) can be applied at first  and then Singular Value 

Decomposition (SVD) can be applied to extract features. In the third stage these features can be stored for authentication and 

verification in smart cards). In CSEAM model, exponential Kronecker product applied for verification and authentication on 

input samples.  Verification and authentication can be done using different key sizes. This paper shows better results for the 

key size of 8x8 by using DWT while comparing to the Pavan Kumar K[1] et all.  
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1.  INTRODUCTION 

 
In the advanced electronic age, ought to demonstrate and 

determine people for guaranteeing the protection of a 

system. Ancient ways of authentication and identification 

are used for ID cards or PIN. However such identifiers are 

often stray, purloin, or omit these system fail to distinguish 

between  a right person and  fraudulent person. To solve 

these problems AI[2,18] together with  pattern recognition, 

machine learning,  biometric knowledge analysis provide 

the additional issues for security. The remaining sections 

discussed about discrete wavelet transformation, Principal 

component analysis, Singular Value Decomposition, 

Context sensitive associative memory model and last 

section discussed about proposed model. 

 
1.1 BIOMETRIC 

Usually, passwords and ID cards are accustomed to 

safeguard to interact the systems. However, the system 

fails to provide security once a word is accessible to 

associate degree unauthorized user or a card is taken by 

associate fake person. So that the emergence of biometry 

has discussed the issues that plague ancient verification 

ways.  

Biometrics [8, 10, 12] refers to the automated 

identification of a personal by victimisation bound 

physiological or activity traits that are related to the 

person. By victimisation biometry, it is attainable to 

determine associate degree that are  identity supported 

“who you're,” instead of by “what you possess”  or “what 

you remember”. 

Current biometric systems [8] can detect face, fingerprints, 

iris, hand pure gesture, retina, signature, palm print, 

biometric authentication and it determines identity of a 

person. Whereas biometric systems have their own 

limitations. 

Biometric systems [7, 10 and 12] will run in two models 1) 

the classification mode, within which the identity of 

associate degree unknown user is set, and 2) the 

confirmation mode, based on claimed identity is either a 

real user or an impostor.  
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1.2 MULTIBIOMETRIC SYSTEMS 

Based on the constraints of unimodel biometric systems 

are often overcome by victimisation multiple biometric 

modalities. Such systems are typically referred to as  

multibiometric systems, correct measure that are supported 

to be additional reliable because of the incidence of 

multiple somewhat freelance items of proof. These models 

shows better performance for different applications. 

Multibiometric systems [10, 11, 13] deal with the matter of 

non-universality.  Multibiometric systems offer associate 

degreeti-spoofing measures by creating it troublesome for 

an unwelcome person and at the same time satire the 

multiple biometric traits of a valid user. Thus, a challenge-

response variety of authentications are often expedited 

victimisation multibiometric systems. A spread of things 

ought to be thought-about once by planning a 

multibiometric system. It embraces the selection and range 

of biometric behaviour; the amount within the biometric 

system at that information provided by multiple traits 

ought to be integrated; the methodology adopted to 

integrate the information; and therefore the price versus 

matching performance trade-off. The selection and range 

of biometric traits is basically driven by the character of 

the appliance, the overhead introduced by multiple traits 

(computational demands and cost), and therefore the 

correlation is between the traits thought-about. A phone 

with camera it would be easier to mix the face and speech/ 

character of a user, whereas in associate degree ATM 

application it would be easier to mix the fingerprint and 

face character of the user..  

The projected organization is often categorised into three 

ways: (1) Feature extraction and fusion at feature level, (2) 

computation level victimisation CSEAM[2], and (3) 

authentication level. Figure 1 shows the totally three levels 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: different stages of proposed system 

 

Feature  Level: Features can be extracted and  the fusion 

of feature level contains the development of a replacement 

higher order feature vector which is composed of choice 

feature components of assorted feature vectors generate 

victimisation distributed WDT, PCA and SVD. The new 

feature vector ought to end up to be additional 

discriminative than every single one. 

Computation Level: Here, matching scores of fusions are 

retrieved by every personage obtained system scores are 

combined. Combined measures properly regulated and 

they will combine victimisation. The specified fusion of 

normalized scores ends up in an additional correct entire 

system. 

Decision level: Finally decision is to be taken by 

considering the metrics that represents the performance. 

By sending different types of inputs outputs will be 

observed. Based on this observation decision is taken. 

of inputs outputs will be observed. Based on this 

observation decision is taken. 

 

1.3 MULTI-BIOMETRIC RECOGNITION 

Single biometric verification system handle reedy detector 

gaining, controlled degrees-of-freedom, or non-

universality unrealistic concert rates square measure give 

up. Such weakness, that represent common eventualities 

once in operation biometric recognition systems, raise the 

requirement for multi-biometric recognition[11] or 

alternative approaches to extend the popularity accuracy. 

With the fusion of multi biometric shows that get better the 

meticulousness and irresponsibleness systems. 

Here, features can be extracted using Discrete Wavelet 

transformation (DWT) followed by PCA. After that 

Singular value decomposition can be applied 

 

II. DISCRETE WAVELET TRANSFORMATION (DWT) 

 
DWT is used for extracting the features from the given 

images on different scales by applying different filters 

(Low & High). 

In this process 

1. For getting the detailed coefficients divide the 

given images by using DWT upto N levels with 

decomposition and filtering 

2. Obtain the  feature from DWT coefficients. 

 

III. PRINCIPLE COMPONENT ANALYSIS (PCA) 

 
Whenever the DWT is applied, features can be extracted in 

which some of them are useful and some of them are non 

useful. To reduce the feature space apply the PCA. 

PCA [4, 9, 14] could be a method that identify underlying 

variables (known as principal components) that best 

separate your data points. 

Principal components measure dimensions on 

that your information points which are most unfold out. It 

performs the dimensionality reduction. 

PCA algorithm 

 Data can be normalized. 

 Calculate the covariance matrix and then retrieve 

the Eigen Values and Eigen Vectors. 

 Eigen values can be sorted in decreasing order and 

get m eigenvectors that represents to 



   International Journal of Computer Sciences and Engineering                                     Vol.6(7), Jul 2018, E-ISSN: 2347-2693 

  © 2018, IJCSE All Rights Reserved                                                                                                                                        575 

the m topmost eigenvalues. Here m represents the 

subspace dimension. 

 Projection matrix can be constructed with W from 

the chosen k eigenvectors. 

 Model the new dataset X via W to form subspace Z 

with m dimensional features. 

 

IV.  SINGULAR VALUE DECOMPOSITION (SVD) 

 

The singular Value decomposition (SVD)[5,6] could be 

very much useful for feature extraction. Significantly it 

can be used for knowledge analysis, for reducing 

dimensions of pictures, knowledge etc.  The SVD of X is 

computed as 

 

X=UDVT                       

 

V. CALCULATION OF EXPONENTIAL OF A MATRIX 

 

Let A be a matrix, the exponential [17, 23] of A by 

using Taylor series as: 

 

 
Another way of computing the  matrix exponential is to 

calculate the exponential of every diagonal component of 

the matrix. To get the exponential of a square matrix there 

is a need of  calculate the exponential of every diagonal 

component of the matrix A victimisation Pade 

Approximation [17, 22]. Let us consider the matrix A as 

 
Then we calculate the diagonal matrix exponential as 

 
 Exponential Kronecker Product (eKP): 

In [19, 20] represents some detailed aws with reference to 

operations on Tensor. Assume A and B are two square 

matrices, then the eKP is delineate as: 

 
 

VI. CONTEXT-SENSITIVE EXPONENT ASSOCIATIVE 

MEMORY MODEL (CSEAM) 

 

Cognitive functions think of the in depth use of 

knowledge which is kept within the brain, and therefore 

the checking out the relevant info for finding some 

drawback could be a terribly advanced task. Mostly 

human knowledge uses natural search engines, and 

assumptive to check psychological feature perform ought 

to perceive the method these brain search engines work. 

The process is to check multi standard network models, 

able to solve explicit issues that involve info looking. The 

building blocks of those multi standard networks square 

measure the context -dependent memory models. These 

models work by associating associate degree output to the  

Kronecker product[21] of associate degree input and a 

context.  

Vector logic [2, 3, 16] can be mathematically shown as 

the reality values can be mapped to components of a 

vector area. These operations can be performed by 

rectangular matrices. Performing the operations on these 

vectors is easy when compared to the general form. 

Vector logic can be implemented on rows or columns. 

In CSEAM [15], the associative memory can be modelled 

as exponential Kronecker Product (eKP) that contains a 

pair of input patterns which can be used to create a  model 

typically referred to as exponent associative memory 

model (M). Mathematically, it can be  drawn as: 

 
A and B are represented as Vectors. 

 

VII.  PROPOSED MODEL 

 

Here, a replica for authentication and verification with 

Discrete Wavelet Transformation is proposed. Pavan 

Kumar K et all.[1] proposed a model with feature 

extraction methods PCA and SVD. For  storing the 

features in smart cards, CSEAM method is used with 

exponential kronecker Product. First apply the Discrete 

Wavelet Transformation for extracting better features and 

later apply PCA and SVD for better feature 

dimensionality reduction and fusion. Here features can be 

extracted in two levels. In the first level apply the DWT, 

features can be extracted with some relevant and non 

relevant features. In the second level apply the PCA for 

those, features space can be reduced and only important 

features can be obtained. For these futures fusion can be 

applied and projected the training images on the fusion 

and keys can be generated. Apply kronecker product for 

these keys (M) and stored in the CSEAM that is used for 

the authentication or verification. These samples can be 

used to generate memory MT, so that MT is compared 

with stored memory M.  MT can be computed as: 

 
Where A and B are Keys.  The difference between the 

trained images and testing images can be calculated   by 

using Euclidean distance metric. Here threshold value can 

be defined as d=1.3. If the value is greater than d given 

images are dissimilar. If the value is less than d images 

are similar 
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VIII. EXPERIMENTAL ANALYSIS 

 

The following table shows the experimental analysis 

when comparing to the Pavan Kumar[1] et all. Table 1 

shows the comparison of two methods with graphical 

representation. 

 

Table1 : comparison between two methods 

  
PCA+SVD+MSE 

DWT+PCA+SVD

+Euclidean 

S. 

N

o 

Key 

Size 
Similar 

dissimil

ar 
Similar 

dissimil

ar 

1 8x8 0.0162 0.0488 0.8092 1.8088 

2 16x16 0.0011 0.0074 0.7621 1.4665 

3 24x24 
4.50E-

04 
0.0067 0.8623 1.4545 

4 32x32 
4.44E-

04 
0.0033 0.8973 1.5048 

5 40x40 
3.92E-

04 
0.0027 0.9582 1.5216 

6 48x48 
2.71E-

04 
0.0018 1.0221 1.5144 

7 56x56 
2.08E-

04 
0.0015 1.2282 1.601 

8 64x64 
1.82E-

04 
0.0013 1.3768 1.8096 

. 

 

 

 

Figure 2.Comparision of Two methods 

 

The above experiments can be executed on 2 GB RAM, 

500Gb hard disk, Intel core i3 processor and windows 7 

environment. In both the cases key sizes can be varied 

from 8x8 to 64x64. When using PCA+SVD+MSE 

combination the threshold can be set as d=0.001. In this the 

system failed for the key size of 8x8. Where as in 

DWT+PCA+SVD+Euclidean distance case set d=1.37. In 

this case the algorithm works well for the key size along 

with 8x8 also. 

 

IX. CONCLUSION 

 

In this paper, a model was proposed  for feature extraction 

by using discrete wavelet transformation in the first stage. 

Later apply the PCA and SVD for dimensionality 

reduction and fusion. After we can apply exponential 

kronecker product for storing the key features and use the 

Euclidian distance as a measure for authentication. 

Whenever apply the PCA, SVD and MSE that will fails for 

the key size 8x8. Whereas apply the DWT for feature 

extraction and later apply the PCA and SVD for 

dimensionality reduction and fusion. Euclidean distance 

can be used for authentication. So that this proposed 

method works better for all the key sizes. Hence discrete 

wavelet transformation works well for feature extraction 
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