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Abstract— Combining and analyzing data collected at multiple administrative locations is critical for a wide variety of 

applications, such as detecting malicious attacks or computing an accurate estimate of the popularity of Web sites. However, 

legitimate concerns about privacy often inhibit participation in collaborative data analysis. In this paper, we design, implement, 

and evaluate a practical solution for privacy-preserving data analysis and data publishing among a large number of participants. 

There is an increasing need for sharing data that contain personal information from distributed databases. For example, in the 

healthcare domain, a national agenda is to develop the Nationwide Health Information Network (NHIN) to share information 

among hospitals and other providers, and support appropriate use of health information beyond direct patient care with privacy 

protection. Privacy preserving data analysis and data publishing has received considerable attention in recent years as promising 

approaches for sharing data while preserving individual privacy. When the data are distributed among multiple data providers or 

data owners, two main settings are used for anonymization. One approach is for each provider to anonymize the data 

independently (anonymize-and-aggregate), which results in potential loss of integrated data utility.  

Keywords— m-Privacy, k-anonymity, l-diversity, Database Management, Heuristic algorithms, Distributed Data Publising, 

Pruning Strategies. 

 

I. INTRODUCTION 

Data mining is the process of extracting useful, interesting, 

and previously unknown information from large data sets. 

The success of data mining relies on the availability of high 

quality data and effective information sharing. The 

collaborative data publishing setting (Figure 1b) with 

horizontally partitioned data across multiple data providers, 

each contributing a subset of records Ti. As a special case, a 

data provider could be the data owner itself who is 

contributing its own records. This is a very common scenario 

in social networking and recommendation systems. A more 

desirable approach is collaborative data publishing, which 

anonymizes data from all providers as if they would come 

from one source (aggregate and- anonymize), using either a 

trusted third-party (TTP) or Secure Multi-party Computation 

(SMC) protocols to do computations. Considering different 

types of malicious users and information they can use in 

attacks, we identify three main categories of attack scenarios. 

While the first two are addressed in existing work, the last 

one receives little attention and will be the focus of this 

paper. Considering different types of malicious users and 

information they can use in attacks, we identify three main 

categories of attack scenarios. While the first two are 

addressed in existing work, the last one receives little 

attention and will be the focus of this paper. A task of the 

utmost importance is to develop methods and tools for 

publishing data in a hostile environment so that the 

published data remain practically useful while individual 

privacy is preserved. This undertaking is called privacy-

preserving data publishing (PPDP), which can be viewed as 

a technical response to complement the privacy policies 

categories of attack scenarios. While the first two are 

addressed in existing work, the last one receives little 

attention and will be the focus of this paper. A task of the 

utmost importance is to develop methods and tools for 

publishing data in a hostile environment so that the 

published data remain practically useful while individual 

privacy is preserved. This undertaking is called privacy-

preserving data publishing (PPDP), which can be viewed as 

a technical response to complement the privacy policies. 

A   B 

 

(a) Anonymize and aggregate   (b) Aggregate and anonymize 
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Fig. 1   Distributed Data Publishing Settings for Four 

Providers 

II. RELATED WORK 

Privacy preserving data analysis and data publishing has 

received considerable attention in recent years as promising 

approaches for sharing data while preserving individual 

privacy. In a non-interactive model, a data provider 

publishes a “sanitized” version of the data, simultaneously 

providing utility for data users, and privacy protection for the 

individuals represented in the data. When data are gathered 

from multiple data providers or data owners, two main 

settings are used for anonymization. One approach is for 

each provider to anonymize the data independently, which 

results in potential loss of integrated data utility. 

Privacy preserving data analysis and publishing has received 

considerable attention in recent years. Most work has 

focused on a single data provider setting and considered the 

data recipient as an attacker. A large body of literature 

assumes limited background knowledge of the attacker, and 

defines privacy using relaxed adversarial notion by 

considering specific types of attacks. Representative 

principles include k-anonymity, l-diversity, and t-closeness. 

A few recent works have modeled the instance level 

background knowledge as corruption, and studied 

perturbation techniques under these syntactic privacy 

notions. In the distributed setting that we study, since each 

data holder knows its own records, the corruption of records 

is an inherent element in our attack model, and is further 

complicated by the collusive power of the data providers. On 

the other hand, differential privacy is an unconditional 

privacy guarantee but only for statistical data release or data 

computations.  

Collaborative data publishing can be considered as a multi-

party computation problem, in which multiple providers 

wish to compute an anonymized view of their data without 

disclosing any private and sensitive information. We assume 

the data providers are semi-honest, commonly used in 

distributed computation setting. A trusted third party (TTP) 

or Secure Multi-Party Computation (SMC) protocols can be 

used to guarantee there is no disclosure of intermediate 

information during the anonymization. However, neither 

TTP nor SMC protects against inferring information using 

the anonymized data. 

Disadvantages, Malicious users are colluding the data 

(related to shilling attackers). 

Anonymization techniques are not control the all different 

attackers. 

III. SYSTEM DESIGN 

A. Patient Registration 
In this module if a patient has to take treatment, he/she 

should register their details like Name, Age, and Disease 

they get affected, Email etc.These details are maintained in a 

Database by the Hospital management. Only Doctors can see 

all their details. Patient can only see his own record. 

Based on this Paper, When the data are distributed among 

multiple data providers or data owners, two main settings are 

used for anonymization. One approach is for each provider 

to anonymize the data independently (anonymize-and-

aggregate, Figure 1A), which results in potential loss of 

integrated data utility. A more desirable approach is 

collaborative data publishing  which anonymizes data from 

all providers as if they would come from one source 

(aggregate-and-anonymize, Figure 1B), using either a trusted 

third-party (TTP) or Secure Multi-party Computation (SMC) 

protocols to do computations  

B. Attacks by External Data Recipient Using 

Anonymized  Data 

A data recipient, e.g. P0, could be an attacker and attempts to 

infer additional information about the records using the 

published data (T∗) and some background knowledge (BK) 

such as publicly available external data. 

C. Attacks by Data Providers Using Anonymized Data 

and Their Own Data 

Each data provider, such as P1 in Figure 1, can also use 

anonymized data T∗ and his own data (T1) to infer 

additional information about other records. Compared to the 

attack by the external recipient in the first attack scenario, 

each provider has additional data knowledge of their own 

records, which can help with the attack. This issue can be 

further worsened when multiple data providers collude with 

each other. 

D. Doctor Login 
In this module Doctor can see all the patients details and will 

get the background knowledge(BK),by the chance he will 

see horizontally partitioned data of distributed data base of 

the group of hospitals and can see how many patients are 

affected without knowing of individual records of the 

patients and sensitive information about the individuals. 

E. Admin Login 

In this module Admin acts as Trusted Third Party (TTP).He 

can see all individual records and their sensitive information 

among the overall hospital distributed data base. 

Anonymation can be done by this people. He/She collected 

information’s from various hospitals and grouped into each 

other and makes them as an anonymised data. 

We illustrate the m-adversary threats with an example shown 

in Table I. Assume that hospitals P1, P2, P3, and P4 wish to 

collaboratively anonymize their respective patient databases 

T1, T2, T3, and T4. In each database, Name is an identifier, 

{Age, Zip} is a quasi-identifier (QI), and Disease is a 

sensitive attribute. T*a is one possible QI-group-based 

anonymization using existing approaches that guarantees k-

anonymity and l-diversity (k = 3, l = 2). Note that l-diversity 

holds if each equivalence group contains records with at 

least l different sensitive attribute values. However, a tacker 

from the hospital P1, who has access to T1, may remove all 

records from T*a is also in T1 and find out that there is only 

one patient between 20 and 30 years old. Combining this 

information with background knowledge BK, P1 can identify 

Sara’s record (highlighted in the table) and her disease 

Epilepsy. In general, multiple providers may collude with 

each other, hence having access to the union of their data, or 

a user may have access to multiple databases, e.g. a 
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physician switching to another hospital, and use the 

increased data knowledge to infer data at other nodes. 

 

 
Table.1 m-privacy and m-adversary 

 

IV. DEFINITION OF M-PRIVACY 

 m-privacy   definition   with   respect   to   a   given privacy 

constraint to prevent inference attacks by m-adversary, 

followed by its  properties.  

Let  T = {t1, t2, . . .}be   a   set   of   records   horizontally 

distributed  among  n  data  providers  P   = {P 1,P 2,...,P  

n},such   that   Ti⊆ T    is   a   set   of   records   provided   by   

Pi.We  assume  AS   is  a  sensitive  attribute  with  domain  

DS.  If the  records  contain  multiple  sensitive  attributes  

then  a  new sensitive  attribute  AS  can  be  defined  as  a  

Cartesian  product of all sensitive attributes. Our goal is to 

publish an anonymized table T∗  while preventing any m-

adversary from inferring AS for any single record. 

A. m-Privacy  

To protect data from external recipients with certain 

background knowledge (BK) we assume a given privacy 

requirement   C,   defined   by   a   conjunction   of   privacy   

constraints: 

C 1∧ C 2∧ ...∧ C w.  If a set of records T∗  satisfies C, we 

say C (T∗) = true.  Any of the existing privacy principles can 

be used as a component constraint. 

In our example (Table I), the privacy constraint C is defined 

as  C  =  C  1∧ C  2,  where  C  1  is  k-anonymity  with  k  =  

3,  and C 2 is  l-diversity with l = 2.  Both anonymized 

tables, Ta
∗ and T b

∗ satisfies C, although as we have shown 

earlier, T∗  may be compromised by an m-adversary such as 

P 1.  

We now formally define a notion of m-privacy with respect 

to a   privacy   constraint   C,   to   protect   the   anonymized   

data against m-adversaries in addition to the external data  

recipients. The notion explicitly models the inherent data 

knowledge of an m-adversary, the data records they jointly 

contribute, and requires that  each  equivalence  group,  

excluding  any  of  those records  owned  by  an  m-

adversary,  still  satisfies  C.  

Definition: m-PRIVACY Given n  data  providers,  a set  of  

records  T ,  and  an  anonymization  mechanism A,  an m-

adversary  I   (m  ≤  n− 1)  is  a  coalition  of  m  providers, 

which jointly contributes a set of records TI .  

Sanitized records T∗  =A (T) satisfy m-privacy, i.e.  are  m-

private,  with  respect  to  a  privacy  constraint  C,  if  and  

only  if, ∀I ⊂ P,|I| = m, ∀T′ ⊆ T  : T’ ⊇ T \ T  I , C(A(T’)) = 

true. 

 

V. M-PRIVACY VERIFICATION 

Checking whether a set of records satisfies m-privacy creates  

a  potential  computational  challenge  due  to  the  

combinatorial number  of  m-adversaries  that  need  to  be  

checked. In this  section,  we  first  analyze  the  problem  by  

modeling  the checking  space.  Then we present heuristic  

algorithms  with effective  pruning  strategies  and  adaptive  

ordering  techniques for efficiently  checking  m-privacy  for  

a  set  of  records  w.r.t. an  EG  monotonic  privacy  

constraint  C.  

 

i. Adversary Space Enumeration 

Given a set of nG data providers, the entire space of m-

adversaries (m varying from 0 to nG - 1) can be represented 

using a lattice shown in Figure 2. Each node at layer m 

represents an m-adversary of a particular combination of m 

providers. The number of all possible m-adversaries is equal 

to (nG m) Each node has parents (children) representing 

their data direct super- (sub-) coalitions. For simplicity the 

space is also represented as a diamond, where a horizontal 

line corresponds to all m-adversaries with the same m value, 

the bottom node corresponds to 0-adversary (external data 

recipient), and the top line to (nG-1) adversaries. 

 

 
Fig. 2   m-Adversary space 
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ii. Heuristic Algorithms 

The key idea of our heuristic algorithms is to efficiently 

search through the adversary space with effective pruning 

such that not all m-adversaries need to be checked. This is 

achieved by two different pruning strategies, an adversary 

ordering technique, and a set of search strategies that enable 

fast pruning. 

Pruning Strategies, The pruning strategies are possible 

thanks to the EG monotonicity of m-privacy. If a coalition is 

not able to breach privacy, then all its sub-coalitions will not 

be able to do so and hence do not need to be checked 

(downward pruning). On the other hand, if a coalition is able 

to breach privacy, then all its super-coalitions will be able to 

do so and hence do not need to be checked 

(upward pruning). In fact, if a sub-coalition of an m-

adversary is able to breach privacy, then the upward pruning 

allows the algorithm to terminate immediately as the m-

adversary will be able to breach privacy (early stop). Figure 

3 illustrates the two pruning strategies where + represents a 

case when a coalition does not breach privacy and   

otherwise. 

Adaptive Ordering of Adversaries, In order to facilitate the 

above pruning in both directions, we adaptively order the 

coalitions based on their attack powers (Figure 5). This is 

motivated by the following observations. For downward 

pruning, super-coalitions of m adversaries with limited 

attack powers are preferred to check first as they are less 

likely to breach privacy and hence increase the chance of 

downward pruning. In contrast, sub-coalitions of m-

adversaries with significant attack powers are preferred to 

check first as they are more likely to breach privacy and 

hence increase the chance of upward pruning (early-stop). 

The Top-Down Algorithm, The top-down algorithm checks 

the coalitions in a top-down fashion using downward 

pruning, starting from (nG-1) adversaries and moving down 

until a violation by an m-adversary is detected or all m-

adversaries are pruned or checked 

The Bottom-Up Algorithm, The bottom-up algorithm 

checks coalitions in a bottom up fashion using upward 

pruning, starting from 0-adversary and moving up until a 

violation by any adversary is detected (early-stop) or all m-

adversaries are checked.  

 

 

          Downward Pruning                       Upward Pruning 

 

Fig. 3 Pruning strategies for m-privacy check. 

 

The Binary Algorithm, The binary algorithm, inspired by 

the binary search algorithm, checks coalitions between (nG-

1) adversaries and m-adversaries and takes advantage of both 

upward and downward prunings (Figure 3, Algorithm 1). 

The goal of each iteration is to search for a pair Isub and 

Isuper , such that Isub is a direct sub-coalition of Isuper and 

Isuper breaches privacy while Isub does not. Then Isub and 

all its sub-coalitions are pruned (downward pruning), Isuper 

and all its super-coalitions are pruned (upward pruning) as 

well.  

Adaptive Selection of Algorithms, Each of the above 

algorithms focuses on different search strategy, and hence 

utilizes different pruning. Which algorithm to use is largely 

dependent on the characteristics of a given group of 

providers. Intuitively, the privacy fitness score (Equation 1), 

which quantifies the level of privacy fulfillment of records, 

may be used to select the most suitable verification 

algorithm. The higher the fitness score of attacked records, 

the more likely m-privacy will be satisfied, and hence a top-

down algorithm with downward pruning will significantly 

reduce the number of adversary checks. We utilize such an 

adaptive strategy in the anonymization algorithm (discussed 

in the next section) and will experimentally compare and 

evaluate different algorithms in the experiment section. 

 

VI. CONCLUSION 

In this paper, we considered a new type of potential at-

tackers in collaborative data publishing – a coalition of data 

providers, called m-adversary. To prevent privacy disclosure 

by any m-adversary we showed that guaranteeing m-privacy 

is enough. We presented heuristic algorithms exploiting 

equiv-alence group monotonicity of privacy constraints and 
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adaptive ordering techniques for efficiently checking m-

privacy. We introduced also a provider-aware anonymization 

algorithm with adaptive m-privacy checking strategies to 

ensure high utility and m-privacy of anonymized data. Our 

experiments confirmed that our approach achieves better or 

comparable utility than existing algorithms while ensuring 

m-privacy efficiently. There are many remaining research 

questions. Defining a proper privacy fitness score for 

different privacy constraints is one of them. It also remains a 

question to address and model the data knowledge of data 

providers when data are distributed in a vertical or ad-hoc 

fashion. It would be also interesting to verify if our methods 

can be adapted to other kinds of data such as set-valued data. 
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