
 

International Conference on Computer Science and Technology Allies in Research-March 2016,                             ||     58 

Organized by: City Engineering College, Bangalore, Karnataka - India 

        International Journal of Computer Sciences and Engineering  International Journal of Computer Sciences and Engineering  International Journal of Computer Sciences and Engineering  International Journal of Computer Sciences and Engineering  Open Access 
  Review Paper                        Volume-4, Special Issue-3, May 2016                         E-ISSN: 2347-2693 

Programmed Face Learning To Name Discriminative Fondness 

Matrices From Weakly Labeled Images 
 

Dr Naghabhushan 
1 

, Dr Aravinda T V 
2
 , Arpitha H S 

3  
                                                           

 
1
Professor, H.O.D, Department of CSE, SJMIT, Chitradurga 

2
Professor, P G Coordinator, Department of CSE, SJMIT, Chitradurga 

3
M.Tech. (PG), Dept. of CSE, SJMIT, Chitradurga                                                                                                                          

Available online at: www.ijcseonline.org 

Abstract— In video or image so many faces will be present. Each name is associated with some names in the corresponding 

caption. The goal of this project is naming the faces with the correct names. This application used in Face book, Flicker and 

some news websites like NDTV,TV9 etc…To generate these type of application earlier they using a method like detect the face 

first and give label to it give name to it. Here dataset are more. To solve this problem here proposing two new methods by 

learning two discriminative affinity matrices from these Weakly labeled images. First method is regularized low-rank 

representation by effectively utilizing Weakly supervised information to learn a low-rank reconstruction coefficient matrix 

while exploring multiple subspace structures of the data. In this method they reducing dataset by taking a training images and 

converted into affinity matrices. After generating affinity matrices they are using low rank representation method. After 

generating this low rank representation they provide labeling for the images by using subspace structures. After creating 

subspace structures generate a affinity matrices. Second method is called ambiguously supervised structural metric learning by 

using weakly supervised information to seek a discriminative distance metric. This method is used to calculate the distances 

between the pixels in the image   by using mahalanobis distances of data. After calculating the distances it going to create some 

of the clusters. It is used to create a boundary and also give the features of the faces. These faces will be get in matrix form. 

From this face we recognizing the correct name for it. 
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I. INTRODUCTION 

 N social networking, news and in photo sharing websites, 

one image contains so many faces associated with name of 

the person in the caption. In movies, news videos, serials 

the faces may appear in video clip with scripts. And few 

methods were developed for the face naming problem. Here 

mainly focus on automatically annotating faces in the 

images based on the ambiguous supervision from the 

associated  captions.Fig.1 gives an illustration of the face-

naming problem. Preprocessing steps need to take before 

performing face naming. 

 

Fig. 1. Illustration of the face-naming task, in which we aim 

to infer  which name matches which face, based on the 

images and the corresponding captions. The solid arrows 

between faces and names indicate the groun-truth face-

name pairs and the dashed ones represent the incorrect face-

name pairs,where null means the ground-truth name of a 

face does not appear in the candidate name set. 

 
Figure: 1  

 

Face detector- It is used to detect the faces in the images 

automatically. 

• Name entity detector- It is used to extract the 

names in the caption automatically. 

• Candidate name set- It is used to denote the list of 

names appearing in a caption. 

By doing all these successful preprocessing steps also 

automatic face naming is still challenging task. Because- 

I
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The different appearances of the faces from the same 

subject because of some variances in expressions, 

poses.The candidate name set may be noisy and incomplete, 

so   the name mentioned in the caption, but the 

corresponding face may not appear in the image, and the 

correct name for a face in the image may not appear in the 

corresponding caption.The detected face in an image can 

only be annotated with one name that is present the 

candidate name set or as null, which indicates that the name 

not appear in the caption. 

 

Problems: Safety is less in the usage of shared resources 

among multiple threads and less accuracy. 

 

To overcome these problems here proposing  a new scheme 

for automatic face naming with caption-based supervision. 

Here two affinity matrices are fused to generate one fused 

affinity matrix, based on which an iterative scheme is 

developed for automatic face naming.  

 

The reminder of this paper is organized as follows. Related 

work is reviewed in section II. Section III provides the 

detailed description of the proposed ASML algorithm. The 

experimental results and analysis are given in section IV. 

The conclusions and future work are draw in section V. 

 

II. RELATED WORK 

Recently, there is an increasing research interest in 

developing automatic techniques for face naming in images  

as well as in videos.Berg et al. proposed to cluster the faces 

in the news images, To tag faces in news photos. Ozkan and 

Duygulu developed a graph-based method by constructing 

the similarity graph of faces and finding the densest 

component. Guillaumin et al. proposed the multiple-

instance logistic discriminate metric learning (MildML) 

method. Luo and Orabona proposed a structural support 

vector machine (SVM)-like algorithm called maximum 

margin set (MMS) to solve the face naming 

problem.Recently, Zeng et al. proposed the low-rank SVM 

(LR-SVM) approach to deal with this problem, based on the 

assumption that the feature matrix formed by faces from the 

same subject is low rank. In the following, we compare our 

proposed approaches with several related existing methods. 

MMS learning algorithm that solves the face naming 

problem by learning SVM classifiers for each name. 

 

MildML that learns Mahalanobis distance metric such that 

the images with the names in the caption are pulled closer, 

while the images that do not share any common label are 

pushed apart. 

 

cGMM Constrained Gaussian mixture model. For this 

Gaussian mixture model based approach. Each name is 

associated with a Gaussian density function in the feature 

space with the parameters estimated from the data, and each 

face is assumed to be independently generated from the 

associated Gaussian function. The overall assignments are 

chosen to achieve the maximum log. 

 

LR-SVM that simultaneously learn the partial permutation 

matrices for grouping the faces and minimize the rank of 

the data  matrices from each group, SVM classifiers are also 

trained for each name to deal with the out of sample cases. 

 

In the existing system had  some  problems so the proposed 

system is going to solve those problems like this. The 

proposed system mainly focusing on to reducing the dataset. 

That is converting the training images into affinity matrix. 

The    proposed system for face naming with a caption 

based supervision, in which one image contains so many 

faces associated with  a caption specifying only who is in 

the image. For this here two methods present they are:  

rLRR, ASML. 

 

III. LEARNING DISCRIMINATIVE AFFINITY 

MATRICES FOR AUTOMATIC FACE 

NAMING 

A. REGULARIZED LOW-RANK REPRESENTATION (RLRR): 

To get an first affinity matrix we have an LRR method 

called rLRR by introducing a new regularizer to utilize such 

weak supervision information. LOW RANK means datasets 

are less. And providing labels for this by using subspace 

structures. SUBSPACE STRUCTURES it means 

comparing the values of the pixel in the image and save it in 

a datasets. PIXEL is a smallest part of an image. But here 

analyzing the sub pixel value and recognizing the changes 

in sub pixels. Like this we created a subspace structure. 

After creating, generate a affinity matrix. 

 

B. Ambiguously supervised structural metric 

learning(ASML): 

 

 It is a new distance metric learning method. It is developed  

using weak supervision information to seek a discriminant 

Mahalanobis distance metric. Before calculating a distance 

we need to train the system. If we have only 2 faces then 

easily we can identify, but if we have more than 2 faces 

then we should train system with different faces in a 

different features. Then if we give any test image system 

will tell the name of that particular face. Before training the 

system we have 3 constraints: 

• Feasibility: Starting the face in the image should be 

annotated using the names from the set. 

• Nonredundency: Each face in the image should be 

annotated using exactly one name from the set. 
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• Uniqueness: Two faces in the same image cannot be 

annotated with the same name. 

 

These are the 3 criteria should match before starting the 

project. 

After calculating distances between some pixels in the 

image it is going to create some clusters.CLUSTER  it is 

mainly used here for to create a boundary. Once the 

boundary is created for faces this cluster is going to get the 

features of the faces. That is the features is segmented and 

will give segmented image(face) and full 

image(body).Some peoples may have same body structure 

but different face, so taking both and store it in the form of 

matrix. 

ASML algorithm: 

Input: The training images {Xi |mi=1}, the feasible label 

sets{Yi|mi=1}, the parameters σ, Niter and ε. 

1: Initialize1 M(0) = I. 

2: for s = 1 : Niter do 

3: Calculate Q(s) as Q(s) = M(s) − I. 

4: Obtain Q(s+1) by solving the convex problem in (14) 

via 

the stochastic sub gradient descent method. 

5: Calculate M(s+1) as M(s+1) = Q(s+1) + I. 

6: break if _M(s+1) −M(s)_F ≤ ε. 

7: end for 

Output: the Mahalanobis distance metric M(s+1). 

 

Initially take an training image, Measure an similarity, 

Check and match those features, Once matching is done, if 

the person is same, then it will display the decision some of 

the face with the name. 

 

Two affinity matrices are obtained from the rLRR and 

ASML respectively. We further fuse the two affinity 

matrices and additionally proposed an iterative scheme for 

face naming based on the fused affinity matrix. 

Comprehensive experiments are conducted on one synthetic 

dataset and two real-world datasets, and the results 

demonstrate the effectiveness of our approaches. This 

proposed system helps in improving the safety in the usage 

of shared resources among multiple threads and more 

accuracy. 

 

AFFINITY MATRIX: It is used to measuring the similarity 

between test image and trained image. 

 

MAHALANOBIS DISTANCE: It is used to square Euclidian 

distances. So the efficiency of the distance calculation is 

going to increase. 

 

SYNTHETIC DATASET: It is collected from the faces and 

poses dataset in. 

 

IV. OVERVIEW OF THE PROPOSED SYSTEM 

System architecture

Face Detection Subsystem 

Down Sampling 

Noise correction

Camera

Face Recognition Subsystem

External sources 

Training Data Set

Capture Image 

Output

 

Fig.2. System architecture 

 

 

 

CAMERA: 

 Here web camera is used to capture the image and 

video. Many laptops and desktop computers have built in 

web camera. It is just like a digital camera. 

 

FACE DETECTION SYSTEM: 

This technique accurately detects facial features, because 

the area of the image being analyzed for a facial feature 

needs to be regionalized to the location with the highest 

probability of containing the feature. For example eyes can 

detected at the upper part of the face, mouth is at bottom, 

nose is at the centre of face. By regionalizing the detection 

area, false positives are eliminated and the speed of 

detection is increased due to the reduction of the area 

examined. Many different algorithms exist to perform face 

detection, Each has some strengths and limitations. Most of 

them are based on analysis of pixels. 

 

DOWNSAMPLING: 

Which refers to just the process of throwing away samples, 

without the low pass filtering operations. 

  

FACE RECOGNITION SYSTEM: 

Face recognition is based on the distance from the nearest 

class, according to the numbering assigned at the beginning 

to individual photographs. 

 In the continuous mode we can acquire the image 

from an wireless webcam and recognize face belonging to 

the person, which is in front of the camera. 

 In batch processing mode is noise deduction, face 

detection in an image and also background removing-in 

order to reduce the processing area and calculation time. 

  

TRAINING DATA: It is used to train the classifiers. 
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V. CONCLUSION 

In this paper the experiments on two challenging real-

world datasets (i.e., the Soccer player dataset and the 

Labeled Yahoo! News dataset), our rLRR outperforms 

LRR, and our ASML is better than the existing distance 

metric learning method MildML. Moreover, our proposed 

rLRRml outperforms rLRR and ASML, as well as several 

state-of-the-art baseline algorithms. To further improve the 

face naming performances, we plan to extend our rLRR in 

the future by additionally incorporating the _1-norm-based 

regularizer and using other losses when designing new 

regularizers. We proposed new scheme in this paper for 

solving problem of automatic face naming, which detects 

name or caption of the face situated in image of multiple 

faces containing using above technique. Algorithms for this 

technique we used LRR based rLRR with introduction of 

new regularizer to utilize weak supervision information. We 

develop ASML for new distance metric. rLRR and ASML 

obtained two affinity matrices by fusing this two affinity 

matrices we proposed an iterative scheme. We will also 

study how to automatically determine the optimal 

parameters for our methods in the future. 
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