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Abstract—Detection and tracking of moving objects in a video has been emerging as a demanding research in the domain of 

computer vision and image processing in the resent years. It has been used in various applications like visual surveillance, 

traffic monitoring etc for tracking interested objects.  An efficient method for object detection and tracking is proposed in this 

work. Two discriminative visual features like spatial edges and temporal motion boundaries as indicators for foreground object 

locations are considered. Initially frame wise spatiotemporal saliency maps by making use of geodesic distance indicators are 

created. Geodesic distance also provides an initial estimation for background and foreground by building on the observation that 

foreground areas are surrounded by the regions with high patio temporal edge values. Coherent object segmentation is done by 

combining all this spatio temporal maps. Finally the segmented object is tracked using Kalman filter get efficient result 

Keywords—Spatial edges, Temporal motion boundaries, Spatiotemporal saliency maps, Geodesic distance, Kalman filter, 

Visual surveillance, Pixel segmentation, super pixels. 

 

I.  INTRODUCTION 

In the field of security automated surveillance system plays 

a prominent role due to its immense interest in this field. 

Due to which the traffic statistics, scene motion, human 

identification, object detection and tracking offers a context 

for the extraction of significant information. Especially 

Video surveillance has generated great deal of interest in the 

field of surveillance. Detecting moving objects and tracking 

in a video is a challenging task as differentiating the 

interested object from the background becomes a typical 

problem.  

Videos are nothing but the sequences of images. Each of 

these images is called as frames. Usually these frames are 

displayed in fast enough frequency so that human eyes can 

predict the changes in the continuity of the contents present 

in the frame. The contents present between the consecutive 

frames are however closely related. Hence statuses of the 

objects are tracked making use of the two adjacent frames 

as still or moving. Video analysis can be done by applying 

all pre-processing steps to the generated frames. Tracking of 

these objects from frame to frame to recognize the object 

behavior is done after object detection as two are closely 

related process.  

Divyani Prajapati et.al [12] proposed an efficient method 

for object detection and tracking. This involved steps like 

detection of moving objects and tracking frame to frame to 

obtain temporal information. Comparative and fundamental 

analyses for different techniques are also provided in the 

literature. Houari Sabirin et.al [03] presented an efficient 

method for moving object detection and tracking based on 

spatio temporal graph based approach in H.264/AVC bit 

streams. By first clustering the encoded blocks of the 

potential object block the spatio temporal graph is 

constructed. Using which object blocks are enabled and 

effective detection for the small sized objects and the 

objects with small motion vectors and residues are done 

even under occlusion.  

C. Beyan et.al [02] presented a fully automated multi object 

tracking system based on mean shift algorithm. With 

combination of Gaussian followed by shadow and noise 

removal foreground is extracted to initialize object tracking. 

Hitesh A Patel et.al proposed an efficient method for 

moving object detection and tracking. Here detection of 

moving object has been done using simple background 

subtraction method and object tracking is achieved using 

kalman filter. Researchers in [04], [05], [06], [07], [08], 

[10] also proposed an efficient method for object detection 

and tracking. In the proposed work we made use of spatial 

edge probability Map and super pixel segmentation 

approach along with super pixel segmentation method for 

object detection along with spatiotemporal edge probability 

map and spatiotemporal saliency Map for proper 

segmentation of the interested object. Tracking of this 

object is done by using Kalman filter.  

II. METHODOLOGY  

The proposed methodology is as in the Figure 1. Initially 

Video is taken and passed to frame generation block. Here 

the video is divided into number of frames. Every time the 

generated frame is then passed to pre-processing block for 

applying few pre-processing steps like image resizing, 

colour conversion. Processed image is then passed to 
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Spatial edge probability Map and Super pixel segmentation 

block to get the spatial edge image and super pixel image. 

These two images are then combined to get the Spatio 

temporal edge probability map after averaging. The 

obtained image is then passed to Spatio temporal saliency 

mapping for object segmentation. The segmented object is 

then passed to Kalman filter for object tracking. 
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Figure 1: Architecture of Proposed System 

A. Spatial Edge Probability Mapping and Super Pixel 

Segmentation  

Edges provide good idea in finding object boundaries in case 

of video frames. Calculation motion would also acts as a 

good indicator of object as the pixels in it could change 

abruptly when compared to neighbours. To the obtained 

video frame the edge probability map is calculated. The 

video sequence is given by the equation, 

                                                                    (2) 

                                   
 (  

 ) corresponding to 

kth frame    at pixel    
 . Each frame is segmented into 

super pixel using SLIC [01].        = {   
 , 

  
                                                       

Once the pixel edge map   
  is calculated, the edge 

probability of each of the superpixel   
  is computed as the 

average value of the pixels with the ten large valued edge 

probabilities within  
 . Using this super edge map  ̂ 

  is 

generated. When these spatial edge and super pixels are 

fused together the output spatiotemporal edges are able to 

determine the location of the foreground object. Results 

show that the regions either have high values of 

spatiotemporal edge or these areas are surrounded by high 

edge probability regions. Based on this we make use of 

geodestic distance to differentiate the visually salient areas 

from background and estimate their likelihoods for 

foreground. 

 

B. SpatioTemporal Saliency Map 

The obtained probability map is not able to locate the object 

in the foreground more precisely. Due to the over 

segmentation object probabilities in the background regions 

near the boundaries of the object gets increased. As 

background and foreground becomes visually different 

especially between adjacent frames we proposed an 

efficient method which leverages this information to obtain 

spatio temporal saliency results between the adjacent pairs 

of frames. 

For each set of sequence F an weighted graph is 

constructed which is given by, 

                                                                (1) 

The obtained nodes     consists all of the superpixels 

   of all the frames   . For each of this frame a self 

adopted threshold is used to decompose these frames into 

compose frame into the background region    and object 

regions    using the probability map. Further the 

spatiotemporal object segmentation as in [] is done to get 

the segmented object [11]. The segmented object is then 

passed to kalman filter for object tracking. Detail Flow for 

this is given as in the Figure2. 

 

C. Tracking Using Kalman Filter 

Kalman filter is an efficient approach for object tracking. It 

is usually used to estimate the state of a linear system where 

it is assumed that state is distributed by a Gaussian. Object 

tracking usually involves predicting the objects position 

from the previous frame and verifying it’s existing. Second 

step is to observe the likelihood function and learning of 

motion model is also done using some sample of frame 

sequences. It provides estimation of present, past and also 

future states. The kalman filter [13] estimates the feedback 

control system. The equations of kalman filters fall in two 

groups for optaining time update equations and measurement 

update equations. The time update equation is responsible 

for projecting the in time (forward) the current state and 

estimation using error covariance is done to obtain the prior 

estimation for the next time step. The equation sof 

measurement update are responsible for the feedback 

operation. Figure 3 depicts the final estimation process 

giving the predictor corrector algorithm for solving 

numerical problems. 

 
Figure 2: Kalman Filter Cycle 
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The time update always projects the current state estimate 

forward in time. The measurement update always adjusts the 

projected estimate by performing actual measurement [09]. 
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Figure 3: Flow chart for Spatio Temporal Edge Map 

III. EXPERIMENTAL RESULT 

This section gives the results obtained at each stage of the 

proposed system. For results demonstration only few frames 

outputs are shown. The generated frames as in Figure 4 (a) 

undergo few pre-processing likes resizing and gray 

conversion as in (b). Furthermore the Spatial edge image is 

obtained as in (c).  

    

    

    
Figure 4: (a) Input Image; (b) Grey Image; (c) Spatial 

Edge Image; (d) Spatiotemporal Edge Mapped Image. 

 

The Final Spatiotemporal edge mapped image is 

obtained as in (d) after combing the super pixel image and 

spatial edge image. The object detection as in Figure 5 (a) is 

done before object segmentation. Once the object 

segmentation is done it is passed to Kalman filter for object 

tracking as in (b). 

 

  

  

  

Figure 5: (a) Object Detection; (b) Object Tracking 

IV. CONCLUSION 

Moving object detection and tracking becomes an attractive 

and challenging research topic now days. Hence designing 

an efficient tracking system is a difficult task. An efficient 

method for video surveillance is proposed in this paper to get 

good recognition and tracking. The system efficiently detects 

and tracks object using spatio temporal edge map for 

indicating the location of background and foreground. The 

approach combined spatio temporal edge map and geodesic 

distance to get accurate spatiotemporal saliency results for 

accurate object segmentation. The obtained segmented 

image is passed to kalman filter to track the interested object 

in the every sequence. The proposed system could give good 

result compared to the existing system. 
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