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Abstract— Face recognition has become a field of interest in pattern recognition and artificial intelligence. One of the vital 

steps involved in face recognition is that of ‘Feature Extraction’.  Feature extraction is imperative because handling data whose 

dimensions are inherently high, is rather a tedious process and therefore we adopt strategies for the purpose of dimensionality 

reduction. This process of studying data by reducing dimensions is called subspace analysis. Two such subspace methods are 

Principal Component Analysis (PCA) and Linear Discriminant Analysis (LDA). PCA extracts the most significant components 

or those components which are more informative and less redundant, from the original data. While LDA is used to find a linear 

combination of features that characterizes or separates two or more classes in the data. Both PCA and LDA are studied in this 

paper. For our data set, distance measure is used as a classifier. Euclidean distance, Manhattan distance, Chi square distance are 

some examples for distance measures. 
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I.  INTRODUCTION  

Recognizing faces is a very easy task for human beings like 

us. However for computers it is not quite easy. There are a 

lot of calculations and computations required for this 

process. Despite all these calculations, there are factors such 

as variations in expression or pose in faces which affect the 

recognition accuracy. 

 

Face recognition is a technology of using computer to 

analyze the face images and extract the features for 

recognizing the identity of the target [1]. Now we discuss 

some of the existing and previously used methods or 

techniques for face recognition. Bayesian analysis is a 

statistical procedure which endeavors to estimate parameters 

of an underlying distribution based on the observed 

distribution. It is one of the common subspace based face 

recognition method. It takes into account the intrapersonal 

variations and extrapersonal variations modeled as a 

Gaussian distribution [2]. Linear Discriminant Analysis 

(LDA) is most commonly used as dimensionality reduction 

technique in the pre-processing step for pattern-

classification and machine learning applications [3]. One 

more method uses a combination of Gabor wavelets, Direct 

Linear Discriminant Analysis(DLDA) and Support Vector 

Machine(SVM). Gabor based extracted features are tolerant 

against distortions caused by pose, illumination and 

expression [4].Yet another way for face recognition is the 

use of combination of Radon and discrete cosine transforms 

(DCT). The low frequency components are enhanced using 

Radon transform. Lower dimensional feature vector is 

obtained by using the data compaction property of DCT [5]. 

Face recognition using Pixel selection method in a face 

image based on discriminant features could also be done. 

The features are extracted by studying the relationships 

between the pixels in the face images [6]. 

 

One of the crucial steps in pattern recognitions as applied to 

face recognition is that of the feature extraction. For face 

recognition, image features are first extracted and then 

matched to those features in a gallery set. The amount of 

information and the effectiveness of the features used will 

determine the recognition performance.  There are various 

ways for feature extraction. A combination of Linear 

Discriminant Analysis (LDA) and Locally Linear 

Embedding (LLE) is one of the non-linear methods of 

feature extraction [7]. The primary goal of linear 

discriminant analysis (LDA) in face feature extraction is to 

find an effective subspace for identity discrimination 

[8]..Another approach is using information about face 

images at higher and lower resolutions so as to enhance the 

information content of the features that are extracted and 

combined at different resolutions [9]. The fractional Fourier 

feature extraction is also a method that could be employed. 

Developed from the conventional Fourier transform, the 

fractional Fourier transform is a powerful signal analysis 

and processing technique [10]. Another effort in feature 

extraction is the use of hybrid feature extraction using Two-

Dimensional Complex Wavelet Transform (2D-CWT). This 

recognition system congregates three Artificial Neural 

Network classifiers 

(ANNs) and a gating network [11].  

 

Several papers also talk about skin detection methods. A 

method for skin detection in color images which consists in 

spatial analysis using the texture-based discriminative skin-

presence features was proposed.  Color-based skin detection 

has been widely explored and many skin color modeling 
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techniques are developed so far [12]. There is another 

method proposed for a reliable color pixel clustering model 

for skin segmentation under unconstrained scene conditions 

which can overcome sensitivity to variations in lighting 

conditions and complex backgrounds [13]. 

 

There are various problems which are encountered in the 

process of detecting faces. One of them is misalignment. A 

method was proposed to overcome this problem. For a given 

subspace derived from training data in a supervised, 

unsupervised, or semi-supervised manner, the embedding of 

a new datum and its underlying spatial misalignment 

parameters are simultaneously inferred by solving a 

constrained optimization problem, which minimizes the  

error between the misalignment-amended image and the 

image reconstructed from the given subspace along with its 

principal complementary subspace [14]. Yet another 

problem is that of variations in pose. A fast and efficient 

method was published to overcome this problem. It involves 

the use of Gabor filters and PCA [15]. 

 

In this paper two subspace methods namely, PCA and LDA 

are studied by applying it on a dataset. Results for both of 

these methods are compared and suitable inferences and 

conclusions are drawn. 

 

II. PROPOSED METHODOLOGY 
Subspace is a “manifold” (surface) embedded in a higher 

dimensional vector space. Speaking in mathematical sense, 

a linear subspace (or vector subspace) is a vector space that 

is a subset of some other higher dimensional vector space.  

 

For the purpose of feature extraction we employ subspace 

techniques .Here our main focus is on bringing down the 

dimensions, which makes data handling an easy task and 

reduces the computational costs. This is achieved by 

extracting important features from a dataset. 

 

Eigenvectors and eigenvalues play an important role in 

identifying the “important” or ‘most significant”  features. 

The largest eigenvalue would mean that the corresponding 

component of the feature is the “most informative” and 

“least redundant” compared to the rest of the components. 

The inductively implies that the eigenvectors corresponding  

to eigenvalues which are small in magnitude would have 

less information and we may consider dropping them which 

invariably reduces the dimensions. This is the essence of 

subspace analysis and dimensionality reduction. 

Two such techniques/methods are discussed below. 

 

A. PCA 

Principal Component Analysis is a useful statistical 

procedure which can be used to bring out strong patterns in 

a dataset and to emphasize variation. Here the main goal is 

to identify patterns to reduce the dimensions of the dataset 

with minimal loss of information. Our intention is to project 

a feature space of our dataset of n-dimensions onto a smaller 

subspace that best represents our data. 

 

Listed below are the steps for performing PCA. 

1. The first step is to acquire the complete dataset of 

d-dimensions neglecting the class labels. 

2. Calculating the d-dimensional mean vector and 

getting the mean subtracted data. 

3. Computing the covariance matrix (also called 

scatter matrix) of the whole dataset. 

4. Calculating the eigenvectors and eigenvalues of the 

covariance matrix. 

5. Rearranging the eigenvectors such that their 

corresponding eigenvalues are in descending order. 

6. Choosing ‘k’ eigenvectors with largest eigenvalues 

to form a d*k dimensional matrix(say m), where 

every column represents an eigenvector. 

7. Using this d*k eigenvector matrix ( i.e. m) to 

transform the samples onto the new subspace. The 

corresponding mathematical equation would look 

like x=(m
T
)*y                (x is the transformed k*1 

dimensional sample in the new subspace and y is a 

d*1 dimensional vector representing one sample) 

 

B. LDA 

Linear Discriminant Analysis is another technique used for 

dimensionality reduction in the preprocessing stage for 

pattern classification. Here our aim is to project the dataset 

onto a lower dimensional subspace with good class 

separability. 

 

In terms of the approach, LDA is similar to that of PCA, but 

in LDA in addition to finding the most significant 

component axes that maximize the variance, we also find 

the axes that maximize the separation between multiple 

classes. LDA maximizes the distance between classes and 

minimizes the distance within class. 

Listed below are the steps for performing LDA. 

1. Compute the d-dimensional mean vectors for the 

different classes from the dataset. 

2. Obtain the “in-between-class” and “within-class” 

covariance matrices. 

3. Calculate the eigenvectors and eigenvalues for the 

covariance matrix. 

4. Sort the eigenvectors by decreasing eigenvalues 

and choose k eigenvectors with the largest 

eigenvalues to form a k*d dimensional 

matrix WW (where every column represents an 

eigenvector) 

5. Use this k*d eigenvector matrix to transform the 

samples onto the new subspace. This can be 

summarized by the mathematical 

equation: YY=XX*WW (where XX is a n*d-

dimensional matrix representing the n samples, 
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and YY are the transformed n*k-dimensional 

samples in the new subspace). 

 

A few words on Classification 

Classification is the process, in which we determine, to 

which category, out of several set of categories, a new 

observation belongs. This determination is based on the 

training set of data (data containing observations or 

instances). 

An algorithm which implements classification is known as a 

classifier 

Steps involved in classification are, preprocessing, detection 

and extraction of object, training and classification of 

object. 

Listed below are the approaches for image classification. 

1. Based on characteristic used 

2. Based on training sample used 

3. Based on assumption of parameter in data 

4. Based on pixel information used 

5. Based on number of outputs for each spatial 

element 

6. Based on spatial information 

Classification based on training sample used is further 

subdivided into supervised and unsupervised classification. 

The process of using samples of known informational 

classes (training sets) to classify pixels of unknown identity 

is called supervised classification. Examples include 

minimum distance algorithm, parallelepiped algorithm, and 

maximum likelihood algorithm. For our dataset we use 

minimum distance algorithm in supervised classification. 

 

About the Dataset 

A dataset containing 10 images of 10 people (100 images in 

total) is considered. In each of the 10 images of a person 

there is a variation in the pose, illumination or expression of 

the face. This can be clearly observed in the sample dataset 

shown in Fig.  

 

 

 
Fig. 1.1 

 

III. RESULTS AND DISCUSSION 

Results were taken after applying PCA and LDA 

separately to the same dataset. Table.1 shows the results for 

PCA and Table. 2 shows results for LDA. The results are 

plotted as shown in Fig. 1.2 and Fig.1.3 for PCA and LDA 

respectively 

 

 

TABLE. 1   Results for PCA 

Number of train 

images 

Number of test 

images 

Percentage 

recognition 

5 5 100.00 

4 6 100.00 

3 7 100.00 

2 8 97.50 

1 9 93.33 

 

 

 
 

Fig. 1.2 

 

 

From the results above we can see that, as the number of 

train images reduces the recognition accuracy slightly 

reduces. This is because with less train images fewer 
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features are extracted. It is important to recall that PCA does 

not take care of class labels.  

TABLE. 2  Results for LDA 

Number of 

train images 

Number of 

test images 

Percentage 

recognition 

(based on 

classification) 

5 5 100.00 

4 6 81.60 

3 7 80.00 

2 8 0 

1 9 0 

 

 
Fig. 1.3 

We can see that the percentage for the last two rows is zero. 

Since distance measure is used as classifier, the test images 

will be recognized and classified only if it is below a preset 

threshold value. Moreover as the train images reduces, only 

those images which belong to that class will be recognized 

and classified, while for other images the distance value is 

well above the threshold indicating that they do not belong 

to that class. 

 

I. CONCLUSION 

 

Both Linear Discriminant Analysis (LDA) and Principal 

Component Analysis (PCA) are linear transformation 

techniques that are commonly used for dimensionality 

reduction. We can consider PCA as  an “unsupervised” 

algorithm, since it ignores class labels and its objective  is to 

find the principal components that maximize the variance in 

a dataset. In contrast to PCA, LDA is “supervised” and 

computes the linear discriminants that will represent the 

axes that that maximize the separation between multiple 

classes. 

Although it might seem that LDA is superior to 

PCA for a multi-class classification task where the class 

labels are known, this might not always the case. 

For example, comparisons between classification accuracies 

for image recognition after using PCA or LDA show that 

PCA tends to outperform LDA if the number of samples per 

class is relatively small. In practice, we can use PCA and 

LDA in combination; PCA for dimensionality reduction and 

LDA for classification.  

 

REFERENCES 

 

[1]  Zhou C, Wang L, Zhang Q, Wei X. Face recognition 

based on PCA image reconstruction and LDA. Optik-

International Journal for Light and Electron Optics. 2013 

Nov 30;124(22):5599-603. 

[2] Divesh N. Agrawal and Deepak Kapgate, "Face 

Recognition Using PCA Technique", International Journal 

of Computer Sciences and Engineering, Volume-02, Issue-

10, Page No (59-61), Oct -2014, E-ISSN: 2347-2693 

 [3]  Kim HC, Kim D, Bang SY. Face recognition using 

LDA mixture model. Pattern Recognition Letters. 2003 Nov 

30;24(15):2815-21. 

 [4]  Nivedita Verma and Sanyam Shukla, "A Review paper 

on different Pose Invariant Face Recognition Techniques 

using Neural Networks", International Journal of Computer 

Sciences and Engineering, Volume-03, Issue-05, Page No 

(98-104), May -2015, E-ISSN: 2347-2693 

[5]  Jadhav DV, Holambe RS. Radon and discrete cosine 

transforms based feature extraction and dimensionality 

reduction approach for face recognition. Signal Processing. 

2008 Oct 31;88(10):2604-9. 

 [6]  Choi SI, Choi CH, Jeong GM, Kwak N. Pixel selection 

based on discriminant features with application to face 

recognition. Pattern Recognition Letters. 2012 Jul 

1;33(9):1083-92. 

[7]   P. S. Hiremath and Manjunatha Hiremath, "Symbolic 

Factorial Discriminant Analysis for 3D Face Recognition", 

International Journal of Computer Sciences and 

Engineering, Volume-02, Issue-01, Page No (6-12), Jan -

2014, E-ISSN: 2347-2693 

 [8]  Swati Kamble and R. K. Krishna , "A Review: Video 

Face Recognition under Occlusion", International Journal of 

Computer Sciences and Engineering, Volume-03, Issue-03, 

Page No (148-155), Mar -2015, E-ISSN: 2347-2693 

[9]  Pong KH, Lam KM. Multi-resolution feature fusion for 

face recognition. Pattern Recognition. 2014 Feb 

28;47(2):556-67. 

 [10]  Jing XY, Wong HS, Zhang D. Face recognition based 

on discriminant fractional Fourier feature extraction. Pattern 

Recognition Letters. 2006 Oct 1;27(13):1465-71. 

 [11]  Wasim Shaikh, Hemant Shinde and Grishma Sharma, 

"Face Recognition Using Multi-Agent System", 



International Journal of Computer Sciences and Engineering                             Vol.-4(3),   May 2016, E-ISSN: 2347-2693 

International Conference on Computer Science and Technology Allies in Research-March 2016,                             ||     86 

Organized by: City Engineering College, Bangalore, Karnataka - India 

International Journal of Computer Sciences and 

Engineering, Volume-04, Issue-04, Page No (55-58), Apr -

2016, E-ISSN: 2347-2693 

[12].  Neelam Mahale, Dr. Manoj S. Nagmode and Prajakta 

S. Ghatol, "Face Recognition Using Principal Component 

Analysis Method", International Journal of Computer 

Sciences and Engineering, Volume-02, Issue-07, Page No 

(57-61), Jul -2014, E-ISSN: 2347-2693 

[13]  Naji SA, Zainuddin R, Jalab HA. Skin segmentation 

based on multi pixel color clustering models. Digital Signal 

Processing. 2012 Dec 31;22(6):933-40. 

[14]  Yan S, Wang H, Liu J, Tang X, Huang TS. 

Misalignment-robust face recognition. Image Processing, 

IEEE Transactions on. 2010 Apr;19(4):1087-96. 

[15]  Nitesh Pandey, Abhishek Dubey and Bhavesh 

Pandekar, "Face Recognition Using Robotics", International 

Journal of Computer Sciences and Engineering, Volume-04, 

Issue-04, Page No (86-90), Apr -2016, E-ISSN: 2347-2693

 

 
 


