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Abstract — Feature extraction is one of the most important step in image pattern recognition. Some sources of difficulty are 

the presence of irrelevant information and the relativity of a feature set to a particular application. Feature extraction and 

description are essential components of various computer vision applications. The concept of feature extraction and description 

refers to the process of identifying points in an image (interested points) that can be used to describe the image’s contents.  The 

One major goal of feature extraction is to increase the accuracy of learned models by compactly extracting prominent features 

from the input data, while also possibly removing noise and redundancy from the input. Additional objectives include low-

dimensional representations for data imagining and compression for the purpose of reducing data storage requirements as well 

as increasing training and implication speed. The aim of this paper is to report an descriptive study of most popular feature 

extraction methods PCA and LDA which are generally used in pattern recognition and the role of PCA and LDA in gait feature 

extraction.  
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I. INTRODUCTION 

 

Feature extraction is playing a vital role in image pattern 

recognition applications. The aim of feature extraction is to 

find the most pertinent data from the original data and 

represent that data in low dimensional space [1]. When the 

input data to the algorithm is very large and redundant then the 

input data to be transformed into reduced set of features. The 

process of transforming the input data into a reduced set of 

features is called feature extraction. Feature extraction has been 

given as “extracting from the raw data information that is most 

suitable for classification purposes, while minimizing the 

within class pattern variability and enhancing the between class 

pattern variability”. Thus, selection of a suitable feature 

extraction technique according to the input to be applied need 

to be done with utmost care. Taking into consideration all these 

factors, it becomes essential to look at the various available 

techniques for feature extraction in a given domain, covering 

vast possibilities of cases. The efficiency of feature extraction 

method enhances the further processing of an image to a great 

extent. These features can be used in image matching, pattern 

recognition and retrieval.  

 

II. FEATUE EXTRACTION TECHNIQUES 

A. PRINCIPAL COMPONENT ANALYSIS (PCA) 

The main aim of a principal component analysis [2] [3] [4] [5] 

is finding the directions of maximum variance in high-

dimensional (n) dataset and project it onto a smaller 

dimensional subspace while retaining most of the information. 

In other words, it is a procedure that uses an orthogonal 

transformation to convert a set of possibly M correlated 

variables into a set of K uncorrelated variables are called as 

principal components / eigen vectors ( K < M).  The flowchart 

of Principal Component Analysis is given in figure 1.   

 

Principal Component Analysis Algorithm 

Inputs : a set of images visualized as a set of coordinates in a 

high-dimensional(n) dataset.  

Outputs : produces a lower dimensional picture a shadow 

(eigen images) of given m images when viewed from its most 

informative points.  
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Steps :  

1. Convert each m input images ( I1,I2,…,Im) of size N X N  

into N X 1 one dimensional column vectors (Ґ1, Ґ2…, Ґm) 

2. Normalize N X 1 column vector. It means that the all the 

common features from each M images are removed so that 

each image has only unique features.  

 i. Calculate an average/mean image vector (Ψ)  

 ii. Subtract the average/mean image vector (Ψ) from 

each M one dimensional column vectors  Ґ  

  (i.e.)   Normalized Image Vectors  Øi = Ґi – Ψ  

3. Calculate K significant Eigen Vectors (principal 

components/axes) and eigen values (variance) from a 

covariance with reduced dimensionality  

Eigen vectors => Determines the direction of the new 

feature space / axes  

Eigen Values => Determines the magnitude / variance of 

the data along the new feature space / axes 

i) Calculate the Covariance matrix C = A
T
A where 

A = [Ø1, Ø2, Ø3,…, ØM]  

 Dimension of A = N
2 
M & A

T 
 = M N

2
 

 Hence C =( MN
2 
)  (N

2 
M ) => (M M) 

ii) Generate M eigen vectors (Principal Components / 

Axes) 

4. Select K best Eigen Vectors K<M 

5. Convert lower dimensional K eigen vectors into original 

Dimensionality and do projection along these eigen images 

to find new features for classification. 

 

B. LINEAR DISCRIMINANT ANALYSIS (LDA) 

The goal of the Linear discriminant analysis technique is to 

project the original data matrix onto a lower dimensional 

space. The Linear discriminant analysis technique [5] is 

developed to transform the features into a lower dimensional 

space, which maximizes the ratio of the between-class 

variance to the within-class variance, thereby guaranteeing 

maximum class separability. To achieve this goal, three steps 

to be performed. The first step is to calculate the separability 

between different classes (i.e. the distance between the means 

of different classes), which is called the between-class 

variance or between-class matrix. The second step is to 

calculate the distance between the mean and the samples of 

each class, which is called the within-class variance or within-

class matrix. The third step is to construct the lower 

dimensional space which maximizes the between-class 

variance and minimizes the within class variance. The 

flowchart of Linear Discriminant Analysis is given in figure 2. 

 

Linear Discriminant Analysis Algorithm 

Input : Given a data matrix N X M. Where N denotes 

number of samples X = (x1, x2, x3, …….xN). Each sample xi 

is represented as a vector with a length of M. 

Output : Generates a lower dimensional picture a shadow 

(fisher images) of given N images.  

Steps: 

1. Read N sample images. Each image is represented as a 

row vector with a length of M features and form a data matrix 

X with a size of N X M. 

2. Partition the data matrix into c classes (ie x1, x2, … xc). 

Each class xj has M features. Find the mean of each class μj (1 

× M) using the equation 

 

 

3.  Find the total mean of all data μ(1×M) using the equation 
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4. Find the within-class variance SW. It represents the 

difference between the mean and the samples of that class 

using the equation  

 

 
5. Find the between-class variance (SB). Represents the 

difference between the mean and the samples of that class 

using the equation  

 

 
 

6. Find the transformation matrix (W)  

 

 

 

7. The eigenvalues (λ) and eigenvectors (V) of W are then 

calculated. 

  
 

Where the eigenvalues are  

 

 
and eigenvectors are   

 

 

 

8. Sorting the eigenvectors in descending order according to 

their corresponding eigenvalues. The first k eigenvectors 

are then used as a lower dimensional space (Vk). 

9. Project all original samples (X) onto the lower dimensional 

space of LDA using the equation. 

 

 

  

Where each sample (Xi ) which was represented as a point a 

M-dimensional space will be represented in a k-dimensional 

space by projecting it onto the lower dimensional space (Vk) 

as follows, Yi = XiVk.   

 

III THE ROLE OF PCA AND LDA FOR GAIT 

FEATURE EXTRACTION 

 

Gait is an important biometric feature which defines the way 

of motion. Human Gait is used as major identifying feature to 

generate the unique gait sequence for each individual. Gait is 

one of the biometric which can be identified at a distance or at 

low resolution. Compared with other kinds of biometrics (such 

as face, iris, and fingerprint), gait has the merit of non-contact, 

unobtrusive and can be used for human recognition at a 

distance when other biometrics are obscured. Gait includes 

both the body appearance and the dynamics of human walking 

motion. Intuitively, recognizing people by gait depends 
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greatly on how the silhouette shape of an individual changes 

over time in an image sequence. So, we may consider gait 

motion to be composed of a sequence of static body poses and 

expect that some distinguishable signatures with respect to 

those static body poses can be extracted and used for 

recognition by considering temporal variations of those 

observations. 

The gait pattern is described by the periodic sequence width 

images, which contain the static and dynamic gait feature [6]. 

Gait feature of movement is a high dimension eigenvector, 

which not only need large storage room, but also increases the 

space and time complexity of system. Therefore, to reduce the 

dimensionality of gait feature, some process is necessary carry 

out before recognition [7]. 

The generation of binary silhouette frames of walking subjects 

is the initial step. Some distinguishable gait features, viz., 

centroid, aspect ratio, orientation, height and width are 

extracted from the silhouette frames to acquire feature vectors 

[8] [9].  

The generation of binary silhouette frames is shown in figure 

3. 

C. Gait Based PCA Algorithm  

1. First the binary silhouettes of each frame were extracted 

and centralized.  

2. Represent all binary silhouettes in a complete gait cycle. 

Gc = { Gc1, Gc2,… ,GcN } 

Where N is the number of binary silhouettes in a gait 

cycle.  

3. Construct a set of averaged silhouettes,  

Avs = { Avs(1), Avs(2),…, Avs(i) } for this compute average 

of silhouettes in a gait cycle is shown in   figure  4. 

 

 

 

 

 

4. Eigen space transformation which is based on Principal 

Component Analysis (PCA) is applied to the averaged 

silhouettes to reduce the dimensionality of the feature 

space. Let Avs1,Avs2,…,Avsm be a set of averaged 

silhouettes. The largest eigenvectors of the matrix  

 

 

 

 

    

make a subspace that can rebuild the averaged silhouette 

with less dimensions. We applied a threshold to ignore 

small eigenvalues and their eigen vectors .  

5. Do projection along these eigen images to find new 

features for classification. 

The flowchart of Gait Based PCA is shown in figure 5. 

 

D. Gait Based LDA Algorithm 

1. Using background subtraction segment contours of 

human body then a gait cycle is computed with the 

change of body silhouette.  

2. Using the images in gait cycle sequences compute the 

average of binary silhouette images for each class μj and 

overall class  μ. 

3. Find within-class variance SW and between class variance 

SB. 

4. Find transformation matrix W. 

5. The eigen values (λ) and eigenvectors (V) of W are then 

calculated. 

6. Sort the eigen vectors in decreasing order and select the 

first K low dimensional eigen vectors. 

7. Project all original samples onto the lower dimensional 

space of LDA. 

The flowchart of Gait Based LDA is shown in Figure 6. 

 

 

IV  RELATED WORKS 
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Human identification at a distance has recently gained 

growing interest from computer vision researchers. Gait 

recognition aims essentially to address this problem by 

identifying people based on the way they walk. The eigen 

space transformation based on Principal Component Analysis 

(PCA) is applied [10] to time-varying distance signals derived 

from a sequence of gait silhouette images to reduce the 

dimensionality of the input feature space. Both PCA and LDA 

together applied [11] to improve the topological structure and 

reduce the dimensionality of the feature space. Combined 

PCA and Multiple Discriminant Analysis (MDA) [12] applied 

to process Gait Energy Image (GEI).  PCA-based methods 

only preserve those features which contribute most to variance, 

which may be not optimal for classification. A general tensor 

discriminant analysis (GTDA) [13] proposed to preserve 

discriminative information of Gabor features and used LDA 

for classification. More recently, discriminative locality 

alignment (DLA) [14] is utilized to reduce dimensionality of 

biologically inspired features, while Hu et al. [15] apply a 

two-stage PCA+DLA to get Periodicity Feature Vector (PFV) 

and shape features. A two-dimensional locality preserving 

projections (2DLPP) is used by Zhang etal. [16] to improve 

the discriminative power of features extracted based on active 

energy image (AEI). While most of the aforementioned 

approaches focus on feature dimensionality reduction, Guo 

and Nixon [17] [18] select gait feature subset by maximizing 

the mutual information of gait features. Average Gait 

Differential image (AGDI) is proposed [19] to generate the 

accumulation of the silhouettes difference between adjacent 

frames, the advantage of this method lies in that as a feature 

image it can preserve both the kinetic and static information of 

walking. Two-dimensional Principal Component Analysis 

(2DPCA) [20] is based on 2D image matrices rather than 1D 

vectors so the image matrix does not need to be transformed 

into a vector prior to feature extraction. Instead,   an image 

covariance matrix is constructed directly using the original 

image matrices, and its eigenvectors are derived for image 

feature extraction. A new multi-view gait recognition 

approach [21] creates a so called View Transformation Model 

(VTM) based on spatial-domain Gait Energy Image (GEI) by 

adopting Singular Value Decomposition (SVD) technique, to 

further improve the performance of the proposed VTM, Linear 

Discriminant Analysis (LDA) is used to optimize the obtained 

GEI feature vectors. 
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V COMPARATIVE STUDY 

Appearance-based methods are widely used in object 

recognition systems. Within this hypothesis, PCA and LDA 

can be used for extracting features from images in many 

applications particularly in gait and face recognition. Both 

Linear Discriminant Analysis (LDA) and Principal 

Component Analysis (PCA) are linear transformation 

techniques that are usually used for dimensionality reduction. 

PCA can be defined as an “unsupervised” algorithm, since it 

“ignores” class labels and its goal is to find the directions (the 

so-called principal components) that maximize the variance in 

a dataset. In contrast to PCA, LDA is “supervised” and 

calculates the directions (“linear discriminants”) that will 

represent the axes that maximize the separation between 

multiple classes. Specifically the complexity of PCA is 

O(Xk
3
+ k

2
)and LDA has  O(Xk

2 
+ k

3
) time complexity, where 

k is the number of gait features.[22][23]. 

Although it might sound intuitive that LDA is greater to 

PCA for a multi-class classification task where the class labels 

are known, this might not always the case. When a small (or 

non representative) training data set is used, there is no 

guarantee that LDA will outperform PCA. 

 

VI   CONCLUSION 

 The aim of feature extraction is to find the most pertinent 

data from the original data and represent that data in low 

dimensional space. Principal Component Analysis is a simple 

and fast method to identify the principal components of the 

input image there by reducing the dimensionality of the input 

image called eigen images. But Eigen image Approach might 

not be applicable to the real system because it needs to be 

more robust and to have other discriminant features. While 

Fisher image Approach (LDA) is a simple yet popular method 

for handling high dimensional data as class labels are 

available.  LDA is often superior to PCA in feature extraction 

for classification but does not always perform better. It does 

seem to be superior to PCA when the training data set is large. 
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