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Abstract: In this research paper, we present the development and implementation of a cutting-edge Workout Monitoring Robot 

designed to monitor and guide user’s exercises with its capability of pose estimation and correction and natural language 

interactions that revolutionize the way individuals engage in exercise routines. Whereas the current research that part-take in 

similar activities have had much difficulty in flexibility and ease of interaction. This study focuses on enhancing the 

effectiveness and safety of physical fitness activities by imposing advanced technologies including human pose estimation, 

autonomous robot navigation and a sophisticated human-computer interface driven by NLP. This research attempts to open the 

door to a new era of smart and responsive workout assistance, ultimately improving health and well-being. 
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1. Introduction 
 

Physical fitness is a crucial aspect of health and overall well-

being, reflecting the ability to participate in sports, perform 

work-related tasks, and carry out daily activities effectively. 

The increasing global focus on health awareness and the 

desire for an active way of life suggest that the fitness sector 

will experience ongoing expansion and evolution in the 

foreseeable future. Owing to this growth, many novice people 

are kicking off the fitness enthusiast journey. While this is 

highly beneficial, it also comes with certain kinds of risks. 

The number of injuries had increased by 8.89 percent last 

year with regards to normal exercise as well as exercise 

equipment [1]. 

 

Proper posture during physical training is essential for 

maximizing movement efficiency and reducing the risk of 

injury. Improper posture may lead to discomfort, muscle 

strain, and, in some cases, lasting harm to your joints and 

muscles [2]. For individuals who don't have access to a 

personal trainer, maintaining correct form during a workout 

can pose a challenge. Here, AI assistance can play an 

important role in helping people live healthy by providing 

instant feedback on their posture during exercise. With so 

many digital fitness applications and digital trainers already 

on the market, the term “AI powered approach for workout 

assistance” is no longer a new concept. Recently, many 

interactive systems for home exercise have emerged that use 

deep learning technologies such as human posture estimation, 

action recognition, etc. The system's capacity to provide 

accurate, immediate feedback on exercise posture relies on 

the robustness of its Intelligent Posture Prediction feature. 

This technology leverages computer vision and machine 

learning to identify distinct body elements and generate 

predictions by analyzing the angles created by these reference 

points. An example of at-home workout by an interaction 

system is shown in Figure 1. 

 

 
Figure 1. Example of an existing system for at home workout using mirror 

[9]. 

 

However, such systems for at-home workouts have faced 

significant challenges related to mobility, particularly due to 

the inflexibility of the monitoring devices. They also struggle 

with issues of user comfort, accessibility, and various 

technical challenges, especially when integrated into mobile 
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phones or stationary devices, which can limit efficiency. To 

address these issues, this paper presents comprehensive 

research and suitable techniques for an autonomous robot 

designed to offer real-time monitoring and guidance during 

workout sessions. This advancement aims to enhance the 

effectiveness and safety of physical fitness activities. 

 

2. Related Work  
 

A research project introduced an application crafted to 

recognize and discern the user's exercise poses, tally the 

designated exercise repetitions, and offer personalized, 

comprehensive feedback on enhancing the user's posture. 

This application was developed using JavaScript, Node.js, 

and various libraries, including OpenCV and MediaPipe. This 

strategy uses a two-step tracking machine learning approach. 

It uses trackers to locate events or movements in live video 

and then uses input from recent videos to predict critical 

moments in the target area [3]. 

 

Another study proposed a system in which Shwetank Kardam 

first recolored the image because OpenCV renders the RGB 

image to BGR color format, but for MediaPipe to work, it 

needs to convert the BGR image back to RGB. It then prints 

the detections of the given model. Lastly, the color format is 

changed back to BGR format as OpenCV runs on BGR 

format, allowing it to render the detections [4]. 

 

To improve upon the previous system, Grandel Dsouza used 

deep learning combined with convolutional neural networks 

trained with various sample data to achieve human pose 

estimation. Different images depicting various body parts 

from multiple angles are input into the system, resulting in 

the creation of a trained model. The model is trained to ensure 

that each body part within it has a distinct and unique identity 

coordinate. This trained model, which includes twenty-five 

thousand images and forty thousand people, uses the COCO 

(Common Object in Context) and MPII model designations. 

It should be noted that increasing the size of the sample 

dataset used for training the system leads to improved system 

performance. A user-friendly graphical interface was also 

pursued in this system, using an open-source Python 

framework called Flask [10]. 

 

Lumin Xu and his colleagues noted the absence of datasets 

containing comprehensive annotations for the entire human 

body. Previous methods had to combine independently 

trained deep models from various datasets, covering the 

human face, hands, and body. Navigating imbalances in the 

dataset posed significant challenges, compounded by the 

increasing complexity of the model's structure. To address 

this issue, they introduced COCO-Whole Body, which 

extends the COCO dataset by including annotations for the 

entire body. They employed a single-network model named 

Zoom Net, designed to accommodate scale differences within 

various sections of an individual's body by considering the 

body's structure. On the proposed COCO-Whole Body 

dataset, Zoom Net demonstrated superior performance 

compared to competing methods. This robust pre-training 

dataset, COCO-Whole Body, has versatile applications, 

including hand key point estimation and facial landmark 

identification. It also enables the training of intricate models 

from scratch, specifically for predicting poses of the entire 

body, without relying on pre-existing models or frameworks 

[11]. 

 

To achieve real-time detection, Ce Zheng and colleagues 

proposed a model categorized into kinematic, planar, and 

volumetric domains. For estimating human poses in a two-

dimensional space, the initial step involves cropping the input 

image to ensure each cropped area contains only one person. 

Within the realm of analyzing human posture using deep 

learning methods tailored for individual-focused pipelines, 

two primary categories emerge: regression approaches and 

heatmap-based techniques. Regression approaches employ 

complete frameworks to understand the relationship between 

input images and the identification of joints or attributes of 

the human body. Conversely, heatmap-based algorithms aim 

to predict and anticipate the estimated locations of various 

body parts and joints, with supervision provided by heatmap 

representations. This model relies on motion-capturing 

systems, which are essential for obtaining precise posture 

descriptions in a three-dimensional (3D) context but can be 

challenging to set up in random settings. Additionally, in pose 

estimation within two-dimensional approaches, detectors for 

individuals may struggle with recognizing the edges of 

heavily overlapping images [12]. 

 

Zell et al. addresses the challenge of assessing hidden 

information in 2D video data of human motion, including 

force and torque characteristics. Existing research has 

typically focused on either 3D motion reconstruction or 

physical modeling separately, with limited integration of both 

aspects. The paper introduces a unified model that enhances 

both three-dimensional pose estimation and spatial rendering, 

alongside physical modeling simultaneously. Extracting 

three-dimensional human poses from two-dimensional 

images is inherently challenging due to the ambiguous nature 

of the task and the ill-posed problem it presents. Current 

methods often rely on priors and learned subspaces but come 

with inherent limitations. The paper proposes a factorization 

approach to decompose joint data into camera motion, base 

poses, and mixing coefficients, followed by a physical model 

projection to infer plausible human motion. The paper also 

explores inner forces such as joint torques crucial for 

biomechanical studies, leveraging a data-driven statistical 

approach for direct 3D inference from monocular images 

[14]. 

 

In 2023, a new real-time posture estimation system was 

developed, integrating MediaPipe and OpenCV to provide a 

comprehensive human posture assessment solution. This 

system starts by recording the user's video stream and uses 

MediaPipe to identify key landmarks on the human body. 

These landmarks are then processed with OpenCV to 

calculate angles, which are used to evaluate and determine the 

user's posture.. Users receive instant feedback on their posture 

and actionable recommendations for improvement through 

the system. The system demonstrates robust performance 

across various lighting conditions and is resilient to 
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background interference, applicable across a wide range of 

exercise routines. Utilizing this system for real-time feedback 

can assist users in refining their posture and technique, 

thereby reducing the risk of potential injuries [2]. 

 

In 2010, a System for Social Assistance through Robotics was 

developed for engaging individuals during exercise sessions, 

providing instructions, assessment, encouragement, and 

motivation. The system incorporates a vision module capable 

of real-time recognition of the user's hand movements, with 

minimal environmental requirements and no additional 

demands on the user. The methodology involves creating an 

arm pose recognition system that simplifies exercise setup 

[5]. 

 

Further advancements were made to these systems by T.T. 

Tran et al. [18], where they introduced a recommendation 

system (RS) to enhance the current fitness assistance and 

guidance systems. This RS provides personalized workout 

recommendations tailored for both newcomers and 

experienced users. To forecast suitable workouts for 

beginners, they employed neural networks and logistic 

regression techniques. Additionally, they developed an agent 

with reinforcement learning capabilities using the Soar 

architecture to assist users in selecting workouts tailored to 

their specific conditions. The authors utilized patterns from 

volunteer data as reference points for predicting and 

providing workout recommendations to newcomers through 

the fitness assistance system during their initial experiences. 

User profiles are established using input data that includes 

various parameters such as individual characteristics, exercise 

preferences, and measurements of maximal strength used in 

weight training. The recommendations generated include 

details such as exercise weight, repetitions, and rest intervals 

for each recommended set.  

 

3. Methodology 

 

In this section, we present the overall configuration of our 

studied system aimed at at-home workout as well as 

gymnasium service while navigating to the desired pose. The 

proposed methodology works with the comprehensive 

integration of hardware and software components to monitor 

and guide users in their workouts. It leverages sensory inputs 

from microphones and cameras, processes data, while 

offering clear communication and feedback through speakers 

and an LCD screen. 
 
3.1 Hardware platform 

The system is constructed using a variety of components to 

ensure robust functionality and efficiency. It includes a 

Raspberry Pi 5 with 8GB of RAM, serving as the main 

processing unit. For additional processing, particularly for 

navigation and movement tasks, an Arduino UNO board is 

incorporated. Visual outputs are managed through a 7-inch 

LCD display with a resolution of 800x480 pixels. The system 

features a standard webcam for capturing images and videos. 

For mobility, the design includes four dual-shaft BO Gear 

Motors and two servo motors, all controlled by two motor 

drivers to effectively manage the operation of these motors. 

Power requirements are handled by a 12V 5200mAh battery 

and a 10000mAh power bank for Raspberry Pi 5 and Arduino 

UNO, respectively. Additionally, a buck converter is used for 

efficient power conversion, since the Raspberry Pi 5 requires 

a steady supply of 5V and 5A. 

 
Table 1. Hardware platform and robot configuration. 

Component Description Quantity 

Raspberry Pi 5 8GB Ram 1 

Arduino UNO Board 1 

LCD Display 7-inch, 800 x 480 1 

Camera Webcam 1 

BO Gear Motor OLatus Dual Shaft 4 

Servo Motor Tower Pro MG995 2 

Motor Driver L 298N 2 

Battery 12V, 5200 mAh 1 

Power Bank 10000 mAh 1 

Buck Converter 
DC-DC XY3606 

Power Converter 
1 

 

3.2 System Design and Architecture 

Figure 2 presents the block diagram of the general system. 

The proposed system comprises eight modules: natural 

language robot programming, image processing, navigation 

system, user identification and dashboard, pose estimation, 

pulse rate monitoring, file storage system, and output and 

feedback mechanism. Each module is intricately 

interconnected to ensure smooth interaction and effective 

results. 

 

 
Figure 2. Modular design. 

 

1) Input Evaluation: The system employs user-defined wake 

words for robot activation. Voice commands are captured by 

microphones, while real-time video data from cameras assists 

in locating the user's position, aiding navigation, user 

identification, and access to the dashboard through a face 

recognition module. The approach utilizes OpenCV to 

capture the user's face and the `face_recognition` Python 

module for authentication to access the dashboard. This 

system is user-friendly for both new and existing users. For 
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existing users, the `face_recognition` module captures their 

facial data and matches it with the data in the database, 

ensuring accurate user identification. For new users, an 

information window is provided to fill along with the user's 

photograph, which is then saved in the database. 

Subsequently, during login, the system performs facial data 

matching for new users. 

 

2) Navigation System: The navigation system for robot 

movement is structured in three phases: 

a) Object Detection: The first phase involves implementing 

the MobileNet SSD V2 (Single Shot MultiBox Detector) 

object detection model, which leverages the COCO v2 

(Common Objects in Context) dataset. This model is adept at 

identifying and categorizing a diverse array of objects within 

the camera's field of view. While the MobileNet SSD V2 

model supports the detection of multiple object classes, our 

system specifically prioritizes the 'human' class. This focus on 

human detection is critical for the system's operation, as it 

enables the robot to recognize and track individuals 

effectively. By concentrating on human detection, the system 

enhances the robot's ability to navigate and interact within 

environments where human presence is a key factor, thereby 

ensuring more precise and context-aware navigation. 
 
b) Object Tracking: Building upon the results of object 

detection, the object tracking model is implemented to 

monitor the identified humans continuously. Among the 

detected objects, those labeled as 'person' are singled out, and 

bounding box coordinates are extracted for each detected 

human: x_min, y_min, x_max, y_max. Using these 

coordinates, the width and height of the bounding box are 

calculated to determine the center of the object. The 

horizontal and vertical centers of the object are calculated as 

follows: 

 

obj x center =  xmin +  
xmax − xmin

2
                               (1) 

                                  
 

obj y center =  ymin +  
ymax  −  ymin

2
                             (2) 

                                 
 

The deviation of the object's center from the frame's 

horizontal center (assumed to be at 0.5 in normalized 

coordinates) is calculated as: 

 

xdeviation =  0.5 −  obj x center                              (3) 
                                   
 
This deviation serves as the basis for determining the 

direction and movement of the robot. Depending on the 

deviation, decisions are made on whether to move forward, 

turn left, or turn right: 
- If , |xdeviation| <  0.1 the robot moves forward, provided the 

detected person is not too close to the bottom of the camera 

frame. 

- If |xdeviation| >  0.1, indicating the person is to the right of 

the center, the robot turns left. 

- Conversely, if |xdeviation| <  −0.1, showing the person is to 

the left of the center, the robot turns right. 
 
The duration and speed of these turns are dynamically 

adjusted based on the magnitude of xdeviation 
 
c) Motor Control from Arduino: In this phase, GPIO pins of 

the Arduino are controlled from the Raspberry Pi to adjust the 

motors' speed and direction using PWM (Pulse Width 

Modulation) signals. The Arduino receives instructions from 

the Raspberry Pi to execute precise motor actions according 

to the calculated deviations. A feedback loop is incorporated 

to continuously refine the robot's trajectory based on the 

person's position in subsequent frames. This ensures that the 

robot maintains an accurate and responsive interaction with 

its environment, enhancing both safety and efficiency in 

navigation. 
 

3) User Dashboard: The user dashboard serves as an interface 

facilitating user interaction with the system through natural 

language robot programming (NLRP). It offers users a range 

of functionalities, including user identification and access to 

robot utilities such as bio-signal recognition, exercise 

guidance, and monitoring. Users can also retrieve their past 

records through the dashboard interface. Communication 

between the user and the robot is managed by the speech 

module of NLRP. The comprehension of natural language 

commands relies on a dependency parser, with spaCy's 

implementation being particularly utilized. Dependency 

parsing involves the automatic extraction of the syntactic 

structure of a sentence in the form of a tree, achieved by 

recognizing categorized binary relationships among its 

constituent words. Extracted user commands by spaCy are 

then mapped with a bag of instructions. For instance, 

commands such as "count the reps" or "show my previous 

sessions" trigger the respective events, such as invoking the 

"count_rep" method [26]. 

 

4) Pose Correction: The robot employs a comprehensive 

approach utilizing both Mediapipe and OpenCV to monitor 

and guide users during exercises effectively. Initially, it 

captures the user's video feed, extracting crucial body 

landmarks using the Mediapipe framework. Subsequently, 

OpenCV is employed to calculate precise angles between 

significant joints such as the shoulder, elbow, knee, and wrist. 

These calculated angles serve as the basis for assessing the 

correctness of exercises, comparing them against a trained 

module dedicated to exercise form evaluation. Feedback is 

generated based on predefined evaluation metrics, offering 

guidance and correction to the user in real-time. The training 

data for the exercise correctness module is derived from a 

dataset containing pose landmarks extracted from various 

exercise videos. Each video in the dataset is labeled with the 

correct or incorrect exercise form. This labeled data is then 

converted into a .csv file format for further processing. 

Several machine learning models are trained on this dataset 

and evaluated using different metrics to identify the most 

effective model. The selected model is utilized for inference 

purposes during real-time exercise monitoring. During the 

detection phase, real-time video data is extracted using 
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Mediapipe landmarks. Calculations are performed on these 

landmarks to update the repetitions counter and detect errors 

in exercise form as they occur. 

 

By combining angle-defined detection with machine learning-

based classification, error detection while performing reps is 

significantly enhanced. This hybrid strategy provides more 

control over recognizing repetitions performed and errors 

detected, ensuring precise and effective guidance to the user 

during exercise sessions. 

 

5) Storage System: The robot's storage system serves as a 

vital repository for housing various user-related data and 

interactions, comprising two distinct components: the user 

database and the file storage system. 

 

a) User Database: The user database employs JSON format as 

its underlying structure, facilitating efficient storage and 

retrieval of user information. This system stores a wide array 

of data, including details of user sessions, general user 

profiles, and progress tracking metrics. Leveraging the 

simplicity and flexibility of JSON, user data is organized in a 

structured format, enabling easy access and manipulation. 

Structured queries enable seamless retrieval of past session 

details, user profiles, and progress calculations, enhancing the 

overall user experience. 

 

b) File Storage: In addition to the user database, the file 

storage system plays a crucial role in providing 

supplementary support to users through the storage of video 

tutorials. These tutorials are stored within local directories in 

the memory card mounted on Raspberry Pi 5, allowing for 

easy management and access. Users can utilize natural 

language processing (NLP) commands to retrieve specific 

tutorials as needed. Upon request, these tutorials can be 

displayed on the robot's LCD screen, offering users 

convenient access to instructional content for further 

assistance and guidance. 

 

c) Visualization in Dashboard: The dashboard also includes 

visualization capabilities to provide users with insightful 

representations of their workout data which included rep 

counts and error count. By leveraging JSON data from the 

user database, the dashboard displays visualizations using 

Python libraries like Pandas and Matplotlib. Users can easily 

track their progress, analyze trends, and make informed 

decisions based on the visualized data. This integration of 

visualization enhances the user experience by offering a 

comprehensive overview of their interactions and progress 

within the system. 

 

6) Bio-signal recognition: Utilize computer vision and signal 

processing to monitor heart rate remotely via a webcam. 

OpenCV and cvzone libraries for image processing and face 

detection have been utilized. These libraries facilitate real-

time video capture and processing. The cvzone 'FaceDetector' 

module detects faces within the video frames, which are 

crucial for isolating the regions of interest for pulse rate 

monitoring. Each detected face is resized, and a Gaussian 

pyramid reduction is applied to emphasize temporal changes 

rather than spatial details. This reduced data is then processed 

to build a time-series signal representing color intensity 

changes over time, which correlates with the blood flow. The 

signal undergoes transformation into the frequency domain 

through Fast Fourier Transform (FFT). A bandpass filter 

isolates frequencies between 1.0 and 2.0 Hz, corresponding to 

typical human heart rates. The dominant frequency 

component is identified, from which the heart rate in beats 

per minute (BPM) is calculated. The system outputs real-time 

heart rate measurements displayed alongside the video feed. 

 

4. Implementation and Results 
 

This section presents the outcomes achieved by combining 

various methods in developing a robot system designed to 

assist users during workouts. Each subsection describes 

achievements in user authentication and dashboard access, 

object detection and tracking, workout monitoring and 

guidance, real-time heart rate monitoring via rPPG, data 

storage, and hardware integration involving Raspberry Pi 5 

and Arduino Uno. 

 
i) User Authentication and Dashboard: Upon successful facial 

recognition, users gain direct access to their personal 

dashboard. This dashboard includes workout tutorials, 

progress graphs, and other helpful information, making it 

easy for users to engage and keep track of their progress. 

 

 
Figure 3. User dashboard after authentication. 

 

Figure 4. User dashboard for workout history and statistics. 
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ii) Object Detection and Tracking: The system utilizes a 

combination of MobileNet SSD, OpenCV, and MediaPipe, 

along with hardware such as a camera module and servo 

motors, to detect and track users. Algorithms like Mean Shift 

and Cam Shift ensure accurate tracking as users move within 

the robot's view. 

 

Figure 5. Object detection and tracking. 

 
iii) Workout Monitoring and Guidance: OpenCV captures 

video feeds, and MediaPipe identifies human body landmarks 

to monitor workouts. Simple algorithms and machine learning 

models analyze these landmarks to detect errors, offering real-

time guidance to users and enhancing the effectiveness of their 

exercises. 

 

Figure 6. Monitoring phase. 

 

Figure 7. Monitoring window. 

 

iv) rPPG (Remote Photoplethysmography): Real-time heart 

rate monitoring via rPPG is seamlessly integrated into the 

system. Users can view their heart rate alongside the video 

feed, providing immediate feedback on their physical 

responses during exercise. 

 

Figure 8. Pulse rate monitoring 

 

v) Storage: User progress data, including workout details 

logged by date and time, is stored in JSON format. This 

structured storage method allows for efficient tracking and 

analysis of user performance over time. 

 

vi) Raspberry Pi 5 Integration with Hardware: The Raspberry 

Pi 5 serves as the main computing unit for vision-based tasks. 

Its integration with hardware components is illustrated 

through circuit diagrams, showcasing the system's reliability 

and scalability in managing computational demands. 

 

vii) Arduino Uno Integration with Hardware: Arduino Uno 

enables robot movement and seamlessly integrates with 

hardware components essential for locomotion. Detailed 

circuit diagrams highlight the connections between hardware 

elements, ensuring smooth operation of the robotic system. 

 

Figure 9. Hardware connections diagram 
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Figure 10. Workout monitoring robot. 

 

viii) Performance: Table 2 depicts the time taken to carry out 

object detection and tracking and summaries the robot 

performance. Capturing a camera frame takes approximately 

5 milliseconds. Performing inference and obtaining a 

prediction require about 90 milliseconds. Tracking a "person" 

takes an additional 5 milliseconds. The total average time for 

the entire process is 100 milliseconds, resulting in an average 

frame rate of 9.0 frames per second (FPS). 

 
Table 2. Latency and Processing Time for Object Detection and 

Tracking 

Process name Time required (ms)  

Average camera frame capture 

time 
5.0 

Perform inference and obtain 

prediction 
90.0 

Track person 5.0 

Average total time 100.0 

Average FPS 9.0 (FPS) 

 

5. Conclusion 
 

In conclusion, this research presents a significant 

advancement in fitness technology with the development of a 

real-time workout monitoring and guidance robot. The system 

integrates sophisticated hardware and software components, 

utilizing microphone and camera inputs to provide seamless 

user interaction, real-time feedback, and instructions. The 

output through speakers and an LCD screen enhances 

communication, improving the overall user experience. 

Arduino technology is employed for autonomous navigation 

and obstacle avoidance, which enhances the robot’s 

efficiency and ensures smooth operation during workouts. On 

the software side, MySQL and file storage manage user 

records and instructional materials, while advanced 

algorithms facilitate, navigation, and pose estimation for 

exercise error analysis. This approach establishes a robust 

framework for advancing fitness technology, offering a more 

personalized and interactive method for at-home workouts 

and contributing to improved health and well-being. For 

future work, several areas are identified for further 

exploration. Optimization of object detection algorithms 

could improve efficiency and accuracy, potentially through 

model quantization and hardware acceleration. Developing 

adaptive object tracking algorithms could enhance robustness 

by adjusting to changes in object appearance and motion. 

Additionally, integrating multi-modal data from sensors like 

depth cameras or inertial measurement units (IMUs) could 

refine object detection and tracking capabilities in 

challenging conditions. Exploring domain-specific 

applications, such as in autonomous vehicles or healthcare, 

and developing user-friendly interfaces for practical 

integration are also valuable avenues for future research. 

Performance evaluations and benchmarking will be essential 

to assess and refine these advancements. This project 

provides a strong foundation for ongoing innovation in 

computer vision and fitness technology, opening avenues for 

further research and broader application across various 

industries. 
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