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Abstract - It is possible to assess the learning behavior in online systems or computed based learning backgrounds using 

data mining techniques on „e-learning session activity log data‟ from different learning sessions. This information is very 

useful to improve the e-learning system better. There is a possibility to identify learners‟ performance well before the 

conduction of an examination. The objective of the research is to find weather it is possible to apply Data Mining 

techniques on this transformed dataset and to predict some information.  The educational dataset is used for analyze and 

also improve any e-Learning models. This research work proposes an Educational Data Mining (EDM) model which 

provides good performance with precision, recall and f-score. It shows the predictability of students‟ grades by mining the 

e-learning session log data. 
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I.  INTRODUCTION 

 

E-Learning is a type of learning to describe using  computer, 

web or electronics based learning and teaching. This 

learning is done inside the class room as well as away from 

the class room.  

 

Data Mining (DM) is the process of sorting through 

large data sets to identify patterns and establish relationships 

to solve problems through data analysis. 

 

Learning Analytics (LA) helps us to measure, gather, study 

and result of data about learners and their backgrounds. It is 

used to understand the effectiveness of learning sources and 

also the environments. In the last decade, LA and EDM 

elevated a lot of awareness in this research area [1].   

 

To obtain valuable knowledge from a process is known as 

Process Mining (PM). From event logs process oriented 

knowledge would be extracted by applying some PM 

techniques like process model discovery and conformance 

checking[1]. Having focus on DM methods adopted in 

educational circumstance, applying the common methods 

and applications on the collected data is an important part of 

the LA and EDM evaluation [2]. 

 

Educational Data Mining (EDM) 

The authors of paper [1] captured students' time series of 

activities during six e-learning sessions of laboratory 

sessions and analyzed its Cyclomatic Complexity and found 

some correlation between Cyclomatic Complexity of the 

sessions and Final Grades. In [3], the authors tried to found 

the relationship between the cyclomatic complexity numbers 

of the predictable programming problems answered by the 

students during the assessment period of a programming 

course with the grades they have obtained. It was proposed 

as a new data transformation method to transform this time 

series data in to simple, numerical dataset [4] 

 

EDM is a technique to extract knowledge educational 

dataset. The information recorded by the student, teacher 

and the system are analyzed. The main aim is to find 

prototype of the system. Another objective is to discover the 

students' learning behavior patterns. Further, the authors say 

that EDM is the process of converting raw data to 

meaningful information in the educational system. These 

information help students,   teachers, and educational 

designers. 

 

The Techniques Used for EDM 

Ryan Baker categorized the types of EDM tasks as follows: 

[5] 

 Prediction    

 Classification 

 Regression 
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 Density estimation 

 Relationship mining 

 Association rule mining 

 Correlation mining 

 Sequential pattern mining 

 Causal data mining 

 Distillation of data for human judgment 

 Clustering 

The available dataset to be preprocessed to apply data 

mining techniques. The purpose is to retrieve the knowledge 

from the dataset. Statistical analysis like correlation, 

regression can also be applied to mine the knowledge to 

predict the result. The complex data mining techniques like 

classification, clustering, association rule mining, pattern 

mining, text mining etc., can also be implemented to foresee 

the result of the students. 

 

In [6], the authors highlighted that several studies had been 

demonstrated to apply the DM techniques that could 

fruitfully be implemented into E-learning atmospheres. 

 

In [7], the authors present how the data mining technique is 

used to find the mistakes that they do while answering the 

problems. 

 

In [8], the authors survey the role of association rule mining 

and its application in EDM Learning Management Systems 

(LMS). The drawbacks of knowledge discovery process are 

studied and also some possible way out to overcome those 

drawbacks are mentioned. 

 

In [9] the authors show how to provide effective e-learning 

system using data obsessed approaches. This was presented 

using a case study of an e-learning project 

 

In[1], the authors proposed a Learning Analytics approach 

for understanding the learning behavior of students. They 

have taken the interaction Technology Enhanced 

Learning(TEL) tools. This work shows that from 

communication data of the students, the learning process can 

be found. They have done their study with the data set of I 

year Computer Engineering students laboratory classes. 

They made use of PM methods to investigate and compare 

the learning procedures of the students. The authors 

measured the understandability of the student process 

models through a complexity metric. Finally it was matched 

up to the academic performance of grouped students. They 

concluded that the complexity with the result is positive 

correlation and with the course it is a negative correlation.  

The results of that study [1] have been summarized into four 

main conclusions: 

 

 The average Cyclomatic Complexity of 

McCabe (CM) of average of students intermediate grades is 

having negative correlation. Hence, CM helps to predict the 

difficulty of a session for students. 

 The average CM of high-graded students is 

calculated. It is higher than the one of low-graded students. 

Hence, CM explains the interactive behavior of students. 

 CM elucidates the resemblance of student 

behaviors at granularity level. 

 CM can give indication to find the interactive 

and cognitive behavior of students which helps to improve 

the educational model. 

 

The following two graphs from that previous study clearly 

explain one important nature that is if complexity of the 

session is high then the average final grades will be low. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. 

AverageofCyclomaticComplexity(CM)persession(top),avera

geofintermediategradespersession(bottom) – Results from 

[1] 

 

The results explained by CM in the previous research [1] are 

somewhat incomplete. It reveals only the following facts: 

1) Difficulty of a e-learning session is directly 

proportional to complexity of the session  

(In terms of CM),  

2) Grades are inversely proportional to complexity of 

the session (in terms of CM).  

But, there are possibilities to discover much unknown 

knowledge from this e-learning session log data if it is 

applied by using suitable data mining techniques. This is the 

main problem which is addressed in this work.    

 

In previous works, the complexity of course, curriculum 

design have been analyzed. Prediction of the students 

performance from their activities is quit reasonable and 

interesting, that too from the time series data.  
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In this paper contains introduction  in section I, In section II, 

the algorithm used to find the Educational Data Mining task. 

Section III explains the proposed model to implement the 

algorithm.  The implementation and evaluation techniques 

are well explained in section IV. In section V, the results 

discussed and interpreted. Section VI concludes the findings 

and discusses the scope of future works.    

 

II.  ALGORITHMS USED IN EDM TASK  

 

Cyclomatic Complexity 
Cyclomatic complexity is software metric, used to indicate 

and measure the complexity of a program. It was developed 

by Thomas J. McCabe, Sr. in 1976 [wiki] and commonly 

referred as Cyclomatic Complexity of McCabe (CM). Apart 

from applying it on a computer software code, we can apply 

it on any such complex systems. 

 

In [1], Cyclomatic Complexity is used as an Indicator of 

Student Behavior. To compute CM it is given G = (V, E) as 

a control-flow graph.  

    E = the number of independent paths  

    V = the number of activities  

The Cyclomatic metric can be calculated using:  

 

CM = E − N + 2P,where  

 

E = the number of edges of the graph. 

N = the number of nodes of the graph. 

P = the number of connected components. 

 

J48 Decision Tree Classifier 

To classify the data the J48 Decision tree classifier is used.  

This algorithm creates a decision tree using the attribute 

values in the dataset. It discriminates the instances clearly 

when it runs into the given dataset. This feature helps us to 

have the highest information gain. In the possible values of 

this feature, which does not have ambiguity, that is, for 

which the data occurrence of the same group have the same 

value of the final variable. It terminates that branch and 

assigns it to the target value. 

 

The authors of [10] explained various possibilities of the 

Data Mining algorithms and their uses in the analyses of the 

education data. They are  

1. Classification algorithms – To predict discrete variables  

2. Regression algorithms – To predict continuous variables 

3. Segmentation algorithms – To divide data into groups, or 

to apply clusters properties.  

4. Association algorithms – To find correlations between the 

attributes in a dataset.  

5. Sequence analysis – To summarize sequences or episodes 

 

Students‟ performance is not required to depend only on 

their academic performance, instead  some other factors that 

too have equal and more influences. It was explained in 

[11], by applying the data mining techniques and finding the 

results would help the Institution and the students for their 

betterment. 

 

Bharadwaj and Pal concluded in [12], classification 

techniques could be applied on the dataset to envisage the 

result. They applied decision tree algorithm to predict the 

performance of the students. To apply this method they have 

taken the students information like attendance, assignment, 

test and seminar marks from the dataset.  

 

It was explained that the prediction of performance of the 

students are influenced by the factors or attributes. In [13], 

the authors attempted to examine the attributes of the other 

students which could affect the prediction process. They 

suggested that this would help to provide better accuracy on 

the results. 

 

In [14], the authors explained the role of WEKA tool. It was 

considered  as a landmark system in data mining and 

machine learning. Using this tool the source code can be 

freely accessed to develop and facilitated the creation of  

projects.   In that paper, WEKA tool was used to analyze the 

classification algorithms and predicts the students‟ 

performance. 

 

Many classification algorithms help us to predict student‟s 

performance [15]. It is tabulated and compared various 

algorithms to expect the result of the students. 

 

To extract the knowledge from the raw data, the machine 

learning techniques and the data mining concepts help us lot. 

This result provides us interesting possibilities from the 

education domain [16]. In this paper, the authors used ID3 

Classification algorithm to do the analysis. 

 

Educational domain data cannot be taken for analysis 

directly. Instead, it should be converted as to apply the data 

mining algorithms. EDM techniques help to get better in e-

learning design.  

 

In [17], authors tried to implement an algorithm to classify 

huge log data. And resulted that feature based auto 

recommendation algorithm is suitable. 

 

In [18], K-Nearest Neighbor algorithm used to classify 

student databases to predict their salary from two different 

databases. 

 

III.  THE PROPOSED MODEL OF EDM SYSTEM  

 

Educational Process Mining (EPM), Dataset of UCI 

This is a Learning Analytics Data Set which has been 

offered to University of California, Irvine (UCI). It is a 

https://en.wikipedia.org/wiki/Connected_component_(graph_theory)
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machine learning repository by the people of Non-Linear 

Complex Systems Laboratory, Italy and Department of 

Industrial Design, Eindhoven University of Technology,   

Netherlands. It contains non-liner time series data. The 

attributes of the  dataset are selected and converted into a 

desirable design that will be suitable for complex Process 

Mining tasks. But, applying a simple clustering and 

classification algorithm require processing of the data 

further. 

 

The dataset is taken from a group which contains 115 

Engineering students of I year from University of Genoa.  

DEEDS (Digital Electronics Education and Design Suite) is 

a e-learning  tool in digital electronics . The course content 

is available to the students, and they were asked to solve 

various problems with various levels of complexity.  

 

In the previous work [4], the data set contains the  time 

series dataset of students activities during six sessions of 

laboratory of digital electronics course. It contains the 

students‟ data of each session. It has around 100 CSV files, 

which contain students log of the students laboratory 

sessions.  This has 13 attributes.  files each dedicated to a 

specific student log during that session. Each file contains 

13 features. The authors measured the average performance 

using J48 classification method by measuring of Precision, 

Recall and F-Score. This study finds out the poor grade and 

high grade students from their e-learning behavior.  

 

 Proposed Model for EDM 

The following diagram explains the proposed model of the 

educational data mining system. The UCI EPM data of 

activity logs is in the form of text file and students grades 

are in excel files. In this following model, the text and excel 

format data is converted in to a simple multidimensional text 

data and each time series data of 6 sessions will be 

converted in to numeric data.  

 
 

 

The UCI EPM Dataset 

Convert the Time Series 

Session Data as 

Multidimensional  Data 

using the Proposed Data 

Conversion Algorithm 

Read MD Data and 

do Preprocessing if 

needed 

Training Set 

(ID, Features, Class ID) 

Prepare Data for EDM Task 

(ID, Features, Class ID) 

Read Time 

Series Text 

Data of 

Educational 

Sessions 

Read Grades 

Info Excel 

Files 

Separate the Data Into Training and 

Testing Sets 

Extract Grades 

of the Student 

from Excel file 

Group Students Based 

on  High Grades and 

Low Grades (Class ID) 

Testing Set 

(ID, Features, Class ID) 

Training a Tree Based 

Classifier with the Training 

set using Features and 

Class ID) 

Trained Classifier 

Model 

Classify the 

Data 

(ID, Features, 

Class ID) 
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es, Class ID) 

 

(ID, Features, 

Class ID) 

res, Class ID) 

sting Set 

Testing  
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ID  

Analyze the Classifier Performance Using 

Suitable Metrics Interpret the Results   

Figure 2. The proposed Model of the EDM System 
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The Figure 2 explains that, two set of data were taken from 

the UCI EPM dataset, time series data of the sessions and 

grades. The time series data is converted into 

Multidimensional Data(MD) and the students are grouped 

into high grade students and low grade students from the 

grade excel file and create an  Education Data 

Mining(EDM) model. Now, it is separated as training set 

and testing set. Then, classify the data, analyze the 

performance and interpret the results.  

 

IV.  THE IMPLEMENTATION AND EVALUATION 

 

The time series data conversation system and EDM system 

were developed using Matlab version 7.4.0 (R2007a), 

implemented with the help of WEKA tool and classified 

using J48 classifier and Random Tree classifier. 

 

The Metrics and Validation Method Used for Performance 

Evaluation 

In order to measure the performance of an EDM system, 

suitable metrics are required. In which, precision is used as a 

main metric. Classifier performance depends on the 

characteristics of the data to be classified. Performance of 

the proposed EDM system is measured using the following 

metricsPrecision, Recall, F_Score, True Positive Rate(TPR) 

and False Positive Rate(PR). Further, Multiple Significant 

tests were made using K-Fold cross validation. 

 

 Confusion Matrix 

The performance of a classifier is broken down into a 

confusion matrix. A confusion matrix explains the type of 

classification mistakes created by a classifier. The following 

table shows the format of a typical confusion matrix. 

 
Table 1: A confusion matrix. 

 

Predicted Class  

Positives Negatives Actual Class 

TP FN Positives 

FP TN Negatives 

 

The breakdown of a confusion matrix is: 

 True Positives –TP is the number of 

positive examples correctly classified   

 False Negatives -FN  is the number of 

positive examples misclassified as negative 

 False Positives –FP is the number of 

negative examples misclassified as positive 

 True Negatives –TN  is the number of 

negative examples correctly classified  

 

The Metrics 

 

To measure the performance of a student precision, recall, f-

score are taken into consideration,  

 

Precision 

It is used to measure of classifiers exactness. A low 

precision indicates the presence of large number of false 

positives in the classification results. Precision is also 

known as Positive Predictive Value. This can be calculated 

using : 

FP) Positive( False TP) Positive(True

TP) Positive(True
 Precision


  

 

High precision point outs that an algorithm returned 

significantly good relevant results. 

 

Recall 

It calculates the proportion of actual positives which are 

correctly identified as such.  

N)Negative(F  False TP) Positive(True

TP) Positive(True
  Recall




 

 
It is used to measure the classifiers completeness. High 

recall reveals that an algorithm returned the best of the 

appropriate results. A low recall informs that many False 

Negatives. 

 

F_Score 

F-Score helps to find the harmonic mean of precision and 

recall. It is calculated as follows: 

RecallPrecision

Recall*Precision
  2F_Score


  

 

True Positive Rate (TPR) 

Recall is referred as Sensitivity or True Positive   

Rate. 

N)Negative(F  False TP) Positive(True

TP) Positive(True
  Recall TPR 


  

 

False Positive Rate(FPR) 

The False Positive Rate is calculated using the   

following relation: 

N)Negative(T True  (FP) PositiveeFalse

FP) Positive(False
  FPR


  

 

The K-fold Cross-Validation 

In this work, K-Fold cross validation is selected as the main 

metric for evaluating the performance of the classifier and to 

interpret the results with improved significance. The data are 

randomly separated into K  mutually exclusive subsets or 

folds d1,d2,…,dk, each approximately equal in size. The 

training and testing is performed k times. In the first 

iteration, subsets d2, …, dk all serve as the training set to 

obtain a first model, it is tested on d1; the second iteration is 

trained in subsets d1, d3,…, dk and tested on d2; and so no. 

The advantage of this method is the accuracy which will not 

get much affected due to random division of data. Every 



   International Journal of Computer Sciences and Engineering                                     Vol. 7(5), May 2019, E-ISSN: 2347-2693 

  © 2019, IJCSE All Rights Reserved                                                                                                                                        621 

data record in the dataset will present in a test set exactly 

once, and will present in a training set for k-1 times so that 

we will get much accurate measure. The variance of the 

resulting estimate is getting reduced while k is 

increased[19]. 

 

V.  THE RESULTS AND DISCUSSION 

 

In order to perform comparative study, the CM values 

from[1] are used. To make it fit with Precision, Recall and 

F-Score graphs, scaled the original values of CM[1] with a 

scaling factor of 1/50. 

 

Scaled Value of CM[1]  

    CM=CM[1]/50 
Table 2 – The Cyclomatic Complexity of Sessions [1] 

 

 Session 2 Session 3 Session 4 Session 5 Session 6 

CM[1] 105 63 74 76 112 

CM 2.1 1.26 1.48 1.52 2.24 

 
Table 2 explains that, the Cyclometic Complexity  
of the sessions 2 to 6 in 1:50 scale. 

 
Table 3 - The Performance on the Combined All Session Data 

 

Classifier Grades Precision Recall F-Measure 

J48 

Low 0.692 0.623 0.656 

High 0.661 0.726 0.692 

Average 0.676 0.675 0.674 

Random_ 

Tree 

Low 0.604 0.595 0.600 

High 0.606 0.614 0.610 

Average 0.605 0.605 0.605 

 
Table 3, compares the J48 classifier and Random Tree classifier with 
precision, recall and f-measure at three levels namely low, average and high 

grade students for combined all session data. 

 
Table 4 - The Performance On Individual Session Data 

Classifier Grades 
Precision on Different Session Data 

2 3 4 5 6 

J48 Low 0.701 0.547 0 0 0.905 

High 0.4 0 0.708 0.879 0 

Average 0.609 0.302 0.508 0.773 0.819 

Random 

Tree 

Low 0.627 0.7 0.313 0.067 0.897 

High 0 0.574 0.731 0.868 0 

Average 0.436 0.644 0.613 0.772 0.812 

 

Table 4 clarifies that, the comparison of J48 and Random 

Tree classification for the individual sessions of three 

categories of the students, that is low, average and high 

grade students. 

The results of the previous study [1] reveals the below 

mentioned facts: 

 

1. Difficulty of a e-learning session is directly 

proportional to complexity of the session  

(in terms of CM),  

2. Grades are inversely proportional to complexity of 

the session (in terms of CM). 

 

In addition to that, this proposed EDM model revealed some 

interesting facts. The following charts show the outcomesof 

the proposed EDM system with the data transformed into 

time series data.  Since the UCI EPM data set doesn‟t 

contain the grades of first e-learning session , this analysis 

considered data  between session-2 and Session-6. 

 

 Results based on Session-wise Data 

Interpretation of Results in term of Precision  

The following graphs show the predictability of low grades. 

 

 
 

Figure 3: The Predictability of Low Grades 

 

Predictability of potential low grade students (identifying 

poor performing students) is directly proportional to 

complexity of the e-learning session. It means, if the session 

complexity is very low, then not able to identify the poor 

individual students based on their behavior in e-learning 

session.  This shows that a complex e-learning earning 

session can really make it possible to identify individual 

poor performing students (by mining the activity logs). 

 

The following graph shows that the predictability of High 

grades.  
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Figure 4: The Predictability of High Grades 

 

Predictability of potential high grade students (identifying 

good performing students) is inversely proportional to 

complexity of the session. It means, if the session 

complexity is very high, then it is not able to identify the 

good performing individual students based on their behavior 

in an e-learning session.  It implies that, only a session with 

optimum complexity can really make it possible to identify 

individual good performing students (by mining the activity 

logs). 

 

The following graph shows that the predictability of grades 

(combined) is slightly complex by an e-learning session 

measured with CM. It also signifies that, lower level of 

prediction of the students‟ performance can be done by 

mining the activity logs. 

 
Figure 5: The Predictability of Grades 

Results based on All Sessions Data 

Predictability of  Grades 

Precision, Recall, F-Score, TP_Rate and FP_Rate charts 

show the predictability of the grades of the proposed system   

 

The two tree based models present acceptable level of 

performance. The predictability of the J48 classifier based 

model is better than Random Tree classifier model. 

 
 

Figure 6: The Predictability of Grades  

 

The following chart shows the predictability of lower grade 

Students. As shown in the following chart, the performance 

of the J48 classifier based model was better than Random 

Tree classifier model.  

 

 
Figure 7: The Predictability on Low Grades  

 

The following chart shows the predictability of higher grade 

Students. As shown in the following chart, the performance 

of the RBF Neural Network based model was better than all 
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other compared models. J48 based model provides next 

better performance with respect to recall.  

 

 
Figure 8: The Predictability on High  Grades 

 

In the overall session data, J48 provides to be providing 

good classification performance. But J48 failed to classify 

individual session data in some cases. In the figure 4 and 5, 

shows that for some cases, J48 is not able to classify High 

Grades as well as Low Grades and provided very low 

precision. Similarly, the precision in the case of Random 

Tree on some individual session data was zero. It reveals 

that it is not at all able to classify that particular class in that 

session data.  

 

The results of this work can be summarized into the 

following findings: 

1. Predictability of potential low grade students 

(identifying poor performing students) by mining the e-

learning activity logs is directly proportional to complexity 

of the e-learning session. 

2. Predictability of potential high grade students 

by mining the e-learning activity logs (identifying good 

performing students) is inversely proportional to complexity 

of the session. 

3. Simple Tree based classifiers such as J48 is 

not able to predict grades by learning the models from small 

individual e-learning activity logs. Further study is 

recommended in this regard. 

 

VI.  CONCLUSION 

 

A classification based EDM system is developed and 

implemented to mine the dataset.  It makes use of two tree 

based classification algorithms to mine some unknown 

knowledge from the data using the classification results.  

 

As mentioned in previous section, the results of that 

previous study [1] only revealed some facts by correlating 

Cyclomatic Complexity and Grades. It is also found that 

such correlation exists between the metrics (Precision, 

Recall, F-Score etc.,) and CM. In addition to that, the result 

shows that the outlines the possibility of estimating 

individual students‟ performance only based on their 

browsing/learning behavior during the e-learning session 

using the activity log of the e-learning session.  

 

Further, it is learned that the J48 based classifier model 

could able toreach between 0.6 and 0.7 accuracy in terms of 

Precision with the help mining activity on whole data set.  

The results with individual session data were not that much 

significant when J48 is used. The study finds that the system 

will perform well if there will be sufficient data for training 

the classification model and a good subspace clustering 

algorithm. So, the outcome will be effective as mining 

activity is applied on considerably big dataset and suitable 

clustering algorithm.   

 

In future works, an EDM system could be improved further 

by using neural network based classification model. This 

model will address the issues mentioned earlier and improve 

the performance of the of the EDM system in terms of 

predictability of student grades. 
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