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Abstract— The Image segmentation is referred to as one of the most important processes of image processing. Image 

segmentation is the technique of dividing or partitioning an image into parts, called segments. It is mostly useful for 

applications like image compression or object recognition, because for these types of applications, it is inefficient to process the 

whole image. So, image segmentation is used to segment the parts from image for further processing. Semantic image 

segmentation is a vast area for computer vision and machine learning researchers. Many vision applications need accurate and 

efficient image segmentation and segment classification mechanisms for assessing the visual contents and perform the real-time 

decision making. There exist several image segmentation techniques, which partition the image into several parts based on 

certain image features like pixel intensity value, color, texture, etc. These all techniques are categorized based on the 

segmentation method used. The application area includes remote sensing, autonomous driving, indoor navigation, video 

surveillance and virtual or augmented reality systems etc. This survey paper provides a review of different traditional methods 

of image segmentation.  
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I.INTRODUCTION 
 

Semantic segmentation is task of clustering parts of images 

together which belongs to the same category. Many vision 

applications need accurate and efficient image segmentation 

and segment classification mechanisms for assessing the 

visual contents and perform the real-time decision making. 

The application area includes detecting road signs [1], 

detecting tumors [2], detecting medical instruments in 

operations [3], colon crypts segmentation [4], land use and 

land cover classification [5]. 

  

At the same time, by using the general characteristics of a 

single object, non-semantic segmentation only clusters pixels 

together. 

 

Object Detection is an important problem in computer vision 

and Robotics. It involves placing tight bounding boxes 

around areas of interest. Semantic Segmentation takes this 

one step further and deals with detecting the exact region that 

the object occupies. It involves classifying each segment in 

the image into one of the given classes. 

 

 

 

 
Figure 1: Example: left is input image and right is desired 

output image 

 

Semantic segmentation is also known as image labeling or 

scene parsing, which relate to the problem of giving semantic 

labels to every pixel in the image. And it is very challenging 

task in computer vision and one of the most crucial steps 

towards scene understanding. This survey paper mainly 

focused on different techniques of segmentation. Figure 1 

shows the example of segmentation of image in which left 

image shows the input to the system and right side gives the 

result of the semantic segmentation. 
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II. OUTLINE  

 

Traditional methods for semantic segmentation used features 

like SIFT, HoG etc with classification algorithms like SVM, 

Random Decision Forest. Other class of algorithms [6] used 

Conditional Random Fields defined on individual image 

pixels or a group of  pixels(superpixels) More recently, deep 

learning methods have become more prevalent and most of 

the state-of-the-art algorithms use these methods. The first 

significant attempt to solve this problem using deep learning 

methods was made by Long et.al proposing a Fully 

Convolutional Network [7]. Parallely, Hariharan et.al 

proposed hypercolumns [8], based on the idea of collecting 

information from all levels of a net-work to give equal 

importance to semantic and localization information. Chen 

et.al combined the traditional CRF approach with FCNs [9] 

obtaining further improvements. This idea was further 

refined by Zheng et.al by formulating CRFs as RNNs [10].  

The CRF based approach proposed in [6], is extended to 

videos by incorporating temporal dependence and learning 

new spatial features, by Kundu et.al [11].  

 

 

III. CONDITIONAL RANDOM FIELD( CRF) 

 

The key idea of CRF inference for semantic labelling is to 

formulate the label assignment such as the label agreement 

between similar pixels or image regions based on position or 

color intensities. 

 

The main contribution of the paper was the proposal of an 

efficient algorithm for approximate inference, in a CRF 

model defined on superpixels. Before this, CRFs were 

mainly defined on individual pixels instead of superpixels. 

Doing so made the task computationally more cheaper. But 

at the same time, the performance of the algorithm to a large 

extent, depended on the boundaries of the proposed image 

regions with the object boundaries. 

 

IV. DEEP LEARNING METHODS 

 

4.1 Fully Convolutional network (FCN) 

The approach employ a fully convolutional neural network 

(FCN), which is trained end-to-end for pixel level annotation. 

A series of convolution, pooling and deconvolution layers 

are used. 

 

Conversion to Fully Convolutional Network: Fully connected 

layers are discarded to maintain some amount of local 

information, which is otherwise completely lost in favor of 

learning global features. A deep network is modified to fully 

convolutional network as shown in figure 2. One advantage 

of using a fully convolutional network is that an image of 

any dimension can be fed into the network. 

 
Figure 2: Transforming fully connected layers into 

convolution layers enables the network to take inputs of any 

size [7] 

 

Skip Architecture: The convolutional network too suffers 

from the loss of locality, in part due to down sampling and 

pooling layers. This problem is overcome by the introduction 

of a skip architecture, where features from layers less deep 

down in the network are used. These features are used in 

addition to the features learnt deeper down, that are more 

semantically rich and hence help in classifying a region. 

 

 
Figure 3: Using features from both shallower and    deeper 

layers to aid in localization and classification [7] 

 

4.2  Hypercolumns  

Recognition Algorithms are based on features extracted from 

the higher layers of a Deep Convolutional Network. These 

features are very good for the semantic representation of a 

given image. But, in addition to semantic information, 

localization information also holds importance for tasks like 

semantic segmentation. The top level features, however are 

too course spatially to capture localization, which can be 

extracted more effectively from lower layers. 
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Figure 4: Hypercolumns [8] 

 

Based on these observations, a novel way of feature 

representation for each pixel, called hypercolumn (Figure 4), 

is proposed for pixel level classification. The hypercolumn at 

a given location is defined as a vector containing the outputs 

of all units above that location at all layers of the CNN. 

 

4.3 Fully Convolutional Networks with Fully Connected 

Conditional Random Fields (CRF)  

The paper proposes some changes to the network in [7] and 

then builds on top of it, by introducing a CRF based 

segmentation algorithm. 

 

There is a natural trade off between classification accuracy 

and localization accuracy with convolutional networks. Fully 

connected CRF is introduced to overcome this challenge of 

localization. At the same time, it also smoothes the region 

boundaries, without compromising on the use of the robust 

features computed by the DCNN. The algorithm is capable of 

segmenting 8 images per second on a modern GPU. 

 

Changes to FCN: The last two max-pooling layers are 

skipped to maintain a stride of 8 at the end, as opposed to a 

stride of 32. This enables more dense prediction at the target. 

At the same time the filters in the last few layers are applied 

with an input stride of 2 or 4 (this is referred to as the 'hole' 

algorithm) (figure 5). This is done to retain as much local 

information as possible, at the same time allowing them to 

capture as much semantic information as possible. The loss 

function is the sum of the cross entropy loss for each pixel 

(after the original image has been appropriately subsample to 

the size of the FCN's output) 

 
Figure 5: Illustration of the hole algorithm in 1-D, when 

kernel size = 3, input stride = 2, and output stride = 1[9] 

 

Fully Connected CRF: The algorithm proposed in [6] is used 

as it is, using the output of the DCNN as the probabilities in 

the unary potentials. The DCNN is trained separately and the 

unary potentials provided by it are considered fixed at the 

time of training the CRF. 

 

4.4 Conditional Random Fields as Recurrent Neural 

Networks (CRF-RNN) 

The main contribution of the paper is the formulation of the 

CRF as a Recurrent Neural Network (CRF as RNN). This 

network is concatenated at the network designed in [7], thus 

obtaining a deep network that has the desirable properties of 

both CNNs and CRFs. The network, unlike [9] can be trained 

end-to-end using the usual back-propagation algorithm. 

 
Figure 6: Schematic visualization of the full network which 

consists of a CNN and the CNN-CRF network [10] 

 

V. SEMANTIC VIDEO SEGMENTATION [11] 

 

CRF Model: A dense CRF based approach is adopted. A 

series of CRFs are defined over all pixels in segments of 

space-time volume called blocks (figure 7). As in image 

segmentation using CRFs, all pixels over multiple blocks are 

labelled jointly and labelling coherence is explicitly 

enforced. This alleviates the noise and inconsistency that can 

arise when pixels are classified independently. This is done 

by defining pairwise potentials, which coerce similar (in 

space, time and colour intensity) pixels to have similar 

labels. The CRF also requires unary potentials that represent 

the probability of individual pixels taking on particular 

labels. These unary potentials can be provided by any 

standard image semantic segmentation algorithm. 

 
Figure 7: The temporal structure of the model. The video is 

covered by overlapping blocks. A dense CRF is defined over 

each block [11] 
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The significant attempt to solve this problem using deep 

learning method with a Fully Convolutional Network. 

Hypercolumn is based on the idea of collecting information 

from all levels of a net-work to give equal importance to 

semantic and localization information. Traditional CRF 

approach with FCNs obtaining further improvements and in 

further by formulating CRFs as RNNs.  

 

VI. CONCLUSION 

 

The popular CRF framework is used for segmentation in the 

CRF and deep learning methods. The CRF is based on both 

pixel level and image level. It is mainly used for labelling the 

superpixels with same features and regions.  
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