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Abstract— Today, as education is very important for all human being, so it is necessary to analyze and improve the education 

system as technologies growing day by day, so use of latest technologies is very crucial to enhance the education system and 

academic performance of the student. Many researchers have been worked on predicting student performance and built 

predictive models to measure and predict students’ performance and found interesting results. This classification presents a 

review of works previously done by different authors on student performance by using different techniques. The aim of this 

work is to review the available study, to compare different models developed by different authors accordingly and to find out 

the best model from it. This study shows how different techniques used and produces result and which is best suitable 

technique. The various factors identified with the representation of machine learning algorithms based on methods and tools 

followed by their attributes and results respectively. This can help students, faculties, and institutions to increase the 

performance. 
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I.  INTRODUCTION  

Machine Learning is very popular and most used in every 

field. It is given more concentration in educational field. 

Machine learning is broad area of research. Many researches 

have used machine learning techniques for measuring, 

predicting and improving students’ performance in academic 

year. 

To measure and predict performance of higher education 

students is very challenging task for researchers. Many 

researches have proposed and going on in this field because 

it is a field where improvement is needed time by time, for 

this it is crucial to analyze previous performance of the 

students so that their performance can be predicted in future. 

For this purpose, researchers have utilized the student data 

from university database in their study based upon identified 

attributes/ factors that affect a student performance and by 

using different techniques of machine learning and data 

mining, they have predicted students’ performance in 

upcoming year which may be useful and helpful for the 

students as well as faculties to improve student grades in 

academics. 

There are different factors identified by researchers that 

affect a student performance like-personal, psychological, 

cognitive, personality, economic, demographic, institutional 

etc. they have applied different machine learning and data 

mining techniques such as- naïve Bayes, SVM, Random 

forest, Neural network, etc. It has been stated that the Naïve 

Bayes machine learning algorithm to predict and identify 

slow learners is most accurate [16, 23]. 

Rest of the paper is divided into three sections in which 

section-II represents literature survey of related works, 

section-III shows the comparative study of previous 

researches and section-IV defines conclusion and future 

work of this study. 

II. RELATED WORK  

Amjad Abu Saa conducted a research on a group of students 

enrolled in different courses. He constructed a survey and 

collected data from students using google form and their 

daily class. He used different classification techniques to 

measure students’ performance in previous semester and 

predicted their grade at the end of semester. He used WEKA 

and Rapid Miner tools for implementation. He compared 

Naïve Bayes and decision tree algorithms and found that 

CART DT algorithm has best accuracy than others [1]. 

Brijesh Kumar Bhardwaj and Saurabh Pal conducted a study 

on BCA students for improvement of their performance. 

They collected data from 300 students, in which 226 were 

male students and 74 were female students, through 
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questionnaire and university database. They used Naïve 

Bayes classification algorithm to design prediction model 

and MATLAB tool to implement it. At last they found that 

student performance does not only depend on their academic 

results but it is also affected by other factors such as- social, 

personal and environmental [2]. 

Augusto Sandoval compared three different models for 

predicting students’ performance. He collected information 

form 21314 UG students of three semesters from second 

semester of 2013 to second semester of 2014. After 

comparing the three models Random Forest (RF), Linear 

Regression (LR) and Robust Linear Regression models it 

was found that Random Forest gives best performance over 

others [3]. 

Joannis E. Livieris used semi-supervised ML techniques for 

predicting students’ performance. They had collected 

information of 5 years from 3716 students studying 

Mathematics at secondary schools. The code for 

implementation was written in JAVA using WEKA ML 

toolkit [4]. 

Evandro B. Costa presented a comparative study on 

effectiveness of educational DM techniques. The purpose of 

this study was to early detect those students who were going 

to fail with their precision. For this purpose, they collected 

students’ data from two independent sources like-distance 

education and on-campus. In this study, Pentaho Data 

Integration Tool was used for preprocessing the data and 

WEKA tool was used to apply EDM techniques [5]. 

Parneet Kaur et al. predicted slow learners using DM 

techniques. They have taken 152 students of high school as 

their dataset. They compared Multilayer Perception (MLP), 

Naïve Bayes (NB), SMO, J48 and REPTree algorithms using 

WEKA tool. At the end the result shown that MLP technique 

performs best [6]. 

Shiwani Rana and Roopali Garg had implemented a modified 

Naïve Bayes algorithm to predict slow learners. They 

conducted their study on 60 students of BE (3rd semester) of 

Punjab University. They have compared Naïve Bayes (NB) 

and Modified Naïve Bayes (MNB) algorithms and found that 

the MNB algorithm gives more accuracy [7]. 

A. T. M. Shakil Ahamed et al. made a comparative study to 

predict students’ grade. They have taken 423 students of 

HSC as their data sample. They compared three ML 

algorithms namely- ANN, k-NN and SVM in Rapid Miner. 

At the end, it was observed that ANN had best accuracy over 

others [8]. 

Ahmed Mueen et al. did a study and predicted students’ 

performance using Data Mining (DM) techniques. They 

collected data from undergraduate students of PF and AOS 

courses during period August 2014 - May 2015. In this study, 

they compared three different classification models NB, NN, 

and DT in WEKA tool. It was observed that Naïve Bayes 

performed better on other two [9]. 

Fadhilah Ahmad et al. proposed a model for predicting 

performance of first year degree students of computer 

science (CS). They collected students’ data of 8 years (July 

2006-07 till July 2013-14). The classification was done to the 

students’ data based on the following different algorithms- 

Naïve Bayes (NB) Decision Tree (DT), and Rule-Based 

(RB), in which, Rule-Based was best model among the other 

techniques. The implementation was performed in WEKA 

[10].  

Jie Xu et al. conducted a research on student performance. 

They proposed a novel ML method for predicting student 

performance in undergraduate courses. They collected data 

for their study from mechanical and aerospace engineering 

students of three years (2013, 2014, 2015). They compared 

four different techniques of machine learning for prediction 

that are- linear regression, logistic regression, random forest 

and k-NN, from which they came across with the result that 

random forest performed better in most cases [11]. 

M. Mayilvaganan and D. Kalpanadevi applied some 

classification techniques on the student data to predict their 

performance. They compared different techniques of 

machine learning like- C4.5, AODE, naïve Bayes and multi 

labeled k-Nearest Neighbor. They collected 197 students’ 

data from the department of commerce and department of 

computer science and engineering. They found that multi 

labeled k-nearest neighbor had best accuracy over all other 

techniques used in the study. The experimentation was done 

in WEKA tool [12].  

M. Durairaj and C. Vijitha used k-means clustering algorithm 

for student performance prediction. They have used 38 

students record from 300 records of Bharathidasan university 

for their study and compared two techniques-naïve Bayes 

and decision tree algorithms and found that NB algorithm 

produced best and accurate result than the other. The 

implementation work in this study was done in WEKA tool 

[13]. 

S.Taruna and Mrinal Pandey made a comparative study on 

academic performance prediction and compared five 

different classification algorithms named as- Decision 

Tree(DT), Naïve Bayes(NB), Naïve Bayes Tree (NB Tree), 

k-Nearest Neighbor (k-NN) and Bayesian Network (Bayes 

Net) algorithms using WEKA toolkit. They have collected 

students’ data from an engineering university consisting 

1000 instances and 18 attributes from which 7 attributes were 

removed and only 11 attributes were used for this study. In 

conclusion it was observed that J48 decision tree has 

improved its accuracy in this study than previous researches 
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and is the best classifier for predicting student grade in future 

[14]. 

Olugbenga Adejo and Thomas Connolly proposed a 

framework for early detection and prediction of slow 

performer students of higher education institutions. They 

have identified six most influencing variable domains such 

as- cognitive, psychological, economical, personality, 

demographic and institutional domains. They concluded that 

this conceptual framework will provide an improved and 

enhanced model that will be able to predict and detect slow 

performers with high accuracy, efficiency and robustness 

[15].  

Maria Koutina and Katia Lida Kermanidis conducted a study 

on PG students of Ionian University Informatics to predict 

grades in final year. They have applied six different 

classification techniques on students’ data to find out best 

classifier. They collected the demographic, in-term 

performance and in-class behaviors of 117 students of 

different subjects. The machine learning techniques used for 

this study were- J48, k-NN, Naive Bayes, Random Forest, 

SMO and J-Rip. The implementation was performed in 

WEKA tool. At the end they observed that the other 

attributes did not affect student performance but the presence 

in the class highly influence and can improve their final 

grade [16].  

Ashkan et al. introduced a model for predicting SAP of 

engineering students. They gathered information for their 

study from university database of UIC (University of Illinois 

at Chicago). The size of the dataset was 300 and UG 

(engineering) students of the university were samples for 

their study. The goal of this study was to predict students’ 

grades in three different courses and they found the result 

that the proposed model improved the grades of the students. 

The ML technique used in this study was Bayesian Network. 

They compared three proposed model with other previous 

models and concluded that BN performed well and was more 

efficient and accurate to predict student grades than other 

models [17] 

Paulo Cortez and Alice Silva performed a study on 

secondary school students of Portugal to determine the 

student achievement, dropout rate and failing ratio in two 

core subjects- mathematics and Portuguese. They used four 

data mining (DM) techniques- Decision Tree (DT), Neural 

Network (NN), Random Forest (RF) and Support Vector 

Machine (SVM) to build and evaluate the model. They 

considered data during the year 2005-2006 of two public 

schools of Portugal. By applying data mining techniques, 

they predicted student grades in secondary schools and also 

found that previous performances of the students highly 

affect the student achievement progress [18]. 

Qasem et al. worked for the improvement of the quality of 

education in higher education students. This study was done 

on UG students of computer science of Yarmouk university 

and data was collected from students through questionnaire. 

Three classification algorithms like- ID3, C4.5 and Naïve 

Bayes (NB) were applied on collected data in WEKA tool. 

The classification accuracy of this model was very low 

because of very small dataset. It was noticed that the 

classification accuracy can be improved using large sample 

size [19]. 

M. Ramaswami and R. Bhaskaran identified different factors 

affecting a student performance and developed a model to 

predict their performance using CHAID algorithm. A total 

1000 records of students were collected form five different 

schools. The CHAID algorithm was applied on students’ data 

and performance of the students was predicted. The result 

obtained from this model was satisfactory but not enough 

good. It seems that by applying another technique, the 

accuracy can be improved. The prediction accuracy of this 

model was 44.69% [20]. 

Ali Daud et al. presented a study on graduate and 

undergraduate students of engineering to forecast their 

performance using advanced learning analytics. They 

collected information from different universities of Pakistan 

of the year 2004 to 2011. This study was conducted with the 

aim that the student will complete his/her degree course or 

drop. For this purpose, they applied five different 

classification algorithms that are- BN, NB, SVM, C4.5 and 

CART and concluded that their proposed features (i.e; 

student personal and his family expenditure information) 

have effect on student performance and SVM is more 

suitable for this model [21]. 

Shaobo Huang and Ning Fang constructed four different 

mathematical models for predicting students’ average 

academic performance. The data was collected from 

undergraduate students of four semesters. The purpose of this 

study was to find out low performer students and to improve 

their performance. This study is helpful for poor performer 

students to improve their learning and also for the good 

performer students to encourage them to enhance their 

learning and understanding capabilities. Among the four 

predictive models developed, the SVM model was best 

achieving accuracy 90.1% [22]. 

S. Kotsiantis et al. predicted student performance in distance 

mode (DM) education. They used student demographic 

information and marks in assignments as attributes and 

gathered information from Hellenic Open University. The 

experiment in this study was done using six machine learning 

algorithms that are- C4.5, back propagation (BP), NB, 3NN, 

logistic regression and SMO. The all six algorithms were 

tested and compared and it was found that there were no 

significant differences among the four algorithms i.e; NB, 
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logistic regression, BP and SMO and it was observed that 

NB was most appropriate algorithm having best accuracy 

over others. The aim of this study was to find the more 

appropriate and suitable algorithm for predicting student 

performance as well as providing supporting tool for 

educational tutors [23]. 

Reynold A. Rustia conducted a study on students appearing 

in board examination. They used various data mining 

techniques to build the prediction model to measure student 

performance in licensure examination for teachers (LET). 

They have used several DM techniques like- NN, SVM, 

C4.5, NB and logistic regression and observed that C4.5 was 

most suitable algorithm. This model can help to identify the 

students expecting to fail in LET and they will be given 

higher priority in their mock board review so that they can be 

able to perform better in board examination [24].   

III. COMPARATIVE STUDY 

A. Algorithms 

This section describes comparative study of various model, 

techniques and tools used in previous researches to determine 

and forecast learner’s performance. The most widely used 

data mining and machine learning techniques used in this 

field are naïve Bayes (NB), decision tree (DT), neural 

network (NN), support vector machine (SVM) and k-nearest 

neighbor (k-NN) algorithms. The objective of all the studies 

is to measure students’ performance in previous courses and 

based upon that their grades/performance in upcoming 

courses can be predicted and necessary decisions can be 

made to improve their learning capabilities. There are 

techniques too that were applied by other researchers in their 

studies like- linear regression [11], [22], logistic regression 

[11], [23], [24], random forest [11], [16], rule-based 

classification [10], Bayesian network [14], [17], [21], radial 

basis function (RBF) [22] that also produce satisfactory 

results.  

The algorithms depicted through the following diagram are 

used by different authors and some of them that are mostly 

used and produce best models are defined through tables. 

 

 

Figure 1.  Machine Learning algorithms 

Tabular representation of algorithms 

The most used algorithms applied by various authors are 

defined in below tables. 

1) Naïve Bayes Algorithm 

Table1. Percentage accuracy of naïve Bayes algorithm 

Method Attributes Results Reference 

Naïve 

Bayes 

Personal, Social 

and Academic 

36.40% (Saa, 2016) [1] 

Personal, 

Academic 

65.13% (Kaur, 2015) [6] 

General, Forum 

and Academic 

info. 

85.7% (Mueen, 2016) [9] 

Personal, 

Academic and 

Course related 

67.0% (Ahmad, 2015) 

[10] 

Academic and 

Demographic 

84.37% (S.Taruna, 2014) 

[14] 

Personal, 

Family related 

84.8% (Daud, 2017) [21] 

Demographic, 

Marks in 

72.48% (Kotsiantis, 2004) 

[23] 
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Assignments 

Subject Areas 

and LET result 

62.98% (Rustia, 2018) 

[24] 

 

Naive Bayes algorithm is used by many authors to build the 

predictive model and to forecast student performance. The 

models defined in the above table shows that there are three 

models that has given satisfactory accuracy and performance 

which are 84.37% (S.Taruna, 2014), 85.7% (Mueen, 2016) 

and 84.8% (Daud, 2017) among which the best model and 

best accuracy is 85.7%. 

2) Decision Tree Algorithm 

Table 2. Percentage accuracy of decision tree algorithm 

Method Attributes Results Reference 

Decision 

Tree 

Personal, 

Academic 

69.73% (Kaur, 2015) 

[6] 

General, Forum 

and Academic 

info. 

80.5% 

(C4.5) 

(Mueen, 2016) 

[9] 

Academic and 

Demographic 
95.49% (S.Taruna, 

2014) [14] 

   

Personal, 

Social, Psycho-

logical and 

Academic 

44.69% 

(CHAID) 

(Ramaswami, 

2010) [20] 

Personal, 

Family related 

76.6% 

(C4.5) 

71% 

(CART) 

(Daud, 2017) 

[21] 

 Demographic, 

Marks in 

Assignments 

69.99% 

(C4.5) 

(Kotsiantis, 

2004) [23] 

 Subject Areas 

and LET result 

73.10% 

(C4.5) 

(Rustia, 2018) 

[24] 

 

The above table shows the decision tree model for 

performance prediction. The accuracies 80.5% (Mueen,2016) 

and 95.49% (S.Taruna, 2014) are higher than other models. 

Other models also produce good results but 95.49% accuracy 

shows the best accuracy. 

3) Neural Network 

Table 3. Percentage accuracy of neural network algorithm 

Method Attributes Results Reference 

Neural 

Network 

Personal, 

Academic 

75% 

(MLP) 

(Kaur, 2015) [6] 

Demographic, 

Psychological 

and Academic 

86.11% 

(ANN) 

(A.T.M.Shakil 

Ahmad, 2017) 

[8] 

General, Forum 

and Academic 

info. 

81.4% 

(MLP) 

(Mueen, 2016) 

[9] 

Mid Exam 

Scores, Final 

Exam Score 

89.6% 
(MLP) 

(Huang, 2013) 

[22] 

Demographic, 

Marks in 

Assignments 

72.26% 

(BP) 

(Kotsiantis, 

2004) [23] 

Subject Areas 

and LET result 

65.67% (Rustia, 2018) 

[24] 

SS Grade, 

Living 

Location, Med. 

of Teaching 

70% (Agrawal, 2015) 

[26] 

 

The above table presents neural network model developed by 

various authors. The higher accuracies of models are- 89.6% 

(Huang, 2013), 81.4% (Mueen, 2016) and 86.11% 

(A.T.M.Shakil Ahmad, 2017). Form the result it can be 

observed that the model constructed by Huang with scores in 

the exam is the best model having accuracy of 89.6%. 

4) Support Vector Machine 

Table 4. Percentage accuracy of SVM algorithm 

Method Attributes Results Reference 

Support 

Vector 

Machine 

Demographic, 

Psychological 

and Academic 

77.88% (A.T.M.Shakil 

Ahmad, 2017) 

[8] 

Personal, 

Family related 

86.7% (Daud, 2017) 

[21] 

Mid Exam 

Scores, Final 

Exam Score 

90.1%  (Huang, 2013) 

[22] 
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Demographic, 

Marks in 

Assignments 

72.17% 

(SMO) 

(Kotsiantis,2004) 

[23] 

Subject Areas 

and LET result 

61.89% (Rustia, 2018) 

[24] 

 

In the above table SVM model of performance prediction 

and their accuracies are defined. Result shows that 90.1% 

(Huang,2013) accuracy is the best accuracy over all other 

models defined in the table in which examination scores 

were used as attributes. 

 

5) k-Nearest Neighbor Algorithm 

Table 5. Percentage accuracy of k-NN algorithm 

Method Attributes Results Reference 

K-

Nearest 

Neighbor 

Demographic, 

Psychological 

and Academic 

69.31% (A.T.M.Shakil 

Ahmad, 2017) 

[8] 

Demographic, 

Marks in 

Assignments 

66.93% 

(3NN) 

(Kotsiantis, 

2004) [23] 

 

This table represents k-NN model for prediction in which we 

find that k-NN model don’t produce satisfactory results. The 

accuracy of the model is only 69.31% which is not enough 

good. It needs more improvement. 

Algorithms with best accuracy 

Table 6. The best percentage accuracy of above algorithms 

Methods Results Reference 

Naïve Bayes 85.7% (Mueen, 2016) [9] 

Decision Tree 95.49% (S.Taruna, 2014) 

[14] 

Neural Network 89.6% (MLP) (Huang, 2013) [22] 

Support Vector 

Machine 

90.1% (Huang, 2013) [22] 

k-Nearest 

Neighbor 

69.31% (A.T.M.Shakil 

Ahmad, 2017) [8] 

 

In the above table we have compared best accuracies of all 

the above models and it is found that decision tree (DT) 

model presented by S. Taruna in 2014 is best prediction 

model achieving the best accuracy of 95.49%, and in which 

academic and demographic information of the students are 

used which was implemented in WEKA toolkit.  

B.  Attributes 

In this section, the most used and influencing attributes on 

the students’ academic performance are identified by 

comparing several research studies. The below attributes are 

identified as mostly and commonly used attributes in 

previous studies- 

 Age 

 Sex 

 Parent’s education 

 Parent’s occupation 

 Family income 

 Time spent on study 

 Attendance 

 Resources (Internet, Lab, Library) 

 Examination grade 

The above defined attributes are mostly used by many 

researchers and are influencing factors in academics. As the 

student age and sex affect their performance in the way that 

male students don’t feel comfortable with female students for 

combined studies and vice versa. Also, parent’s education, 

parent’s occupation and family monthly/annual income are 

important factors to affect students’ performance because if 

the parents are literate and are not busy in their jobs then they 

can give time to their children and can help them in their 

studies. The student how much time spent in learning, how 

much classes he attends and what resources are available at 

his institution are also the factors that influence a student 

learning. And the last and highly influencing factor is his 

examination grades, according to the grade scored in the 

examination he can make preparation for next exams for 

improving his grade. 

C.  Tools 

The tools used in previous studies are described in this 

section. There are four important tools that were used which 

are-WEKA, MATLAB, Python and RapidMiner. Weka is the 

tool which was used in most of the studies discussed above 

and produced satisfactory results. MATLAB [2] is rarely 
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used because it is not free. Python [7] is also used and its 

performance accuracy is about 70% which not enough good 

and the accuracy found by RapidMiner [1], [8] is about 75%-

85% that is good but also can be to be improved. 

D.  Observation and Analysis 

From the above reviews it is observed that the students’ 

performance can be enhanced by applying different machine 

learning techniques on their data. It was found that the 

factors that highly influence their performance is the student 

own effort in academics. Academic data can include student 

personal inadequacy, Fear of examination, Classroom 

environment, Time management, Student-Teacher 

relationship, Teaching-Learning methods, Inadequate study 

facilities etc. 

IV. CONCLUSION AND FUTURE WORK 

This review paper presents comparison of different prediction 

models for academic performance developed by various 

authors. The aim of the present study is to find important 

factors/attributes that influence a student performance, to 

compare different methods and draw the best method from 

them, to discover best prediction model for student 

performance. 

At the end of the study we found interesting results 

that can be helpful for students, teachers as well as institutions 

for the improvement of student performance in academics. It 

is observed that the best algorithm for building prediction 

model is decision tree and best suited tool is WEKA that is 

freely and easily available for students and best attributes are 

student personal, family-related and academic info. In 

conclusion we can say that by using the above techniques, 

tools and attributes we can build a best prediction model to 

increase performance and to enhance learning and education 

systems. 
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