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Abstract— Any kind of attitude, through or judgment that occurs due to any feeling is known as a sentiment which is also 

known as opinion mining. The sentiments of individuals towards particular elements are analyzed in this approach. To gather 

sentiment information, web or internet is the best known source. A platform that is accessed socially by various users to post 

their views is known as Twitter. The messages that are posted by these users are known as tweets. The properties of Tweets are 

highly unique due to which new challenges have raised. In comparison to several other domains, the sentiment analysis 

requires higher analysis studies. This research work is based on the sentiment analysis of product reviews of Amazon data. To 

apply sentiment analysis the technique of feature extraction and classification is applied. For the sentiment analysis in the 

previous work, the SVM technique is applied and which is replaced with the KNN technique.  

 

Keywords— SA  (Sentiment Analysis), SVM (Support Vector Machine), KNN (K-Nearest Neighbor).

I. INTRODUCTION 

The manner in which people express their opinions and 

views has changed lately with the change in the Internet 

services. The social media, online posts, reviews on different 

websites, and blog posts have resulted in making the new 

changes in online applications. Today, the views, opinions or 

emotions of people are expressed through different social 

networking sites such as Google Plus, Twitter or Facebook. 

An interactive media is achieved through the online 

communities where other forums can be influenced by the 

consumers by sharing views which are informative and 

influencing. Huge amount of sentiment rich data is being 

generated daily on the social media and the consumers 

connect through these online platforms to benefit the 

business owners. The decisions are made by users mainly 

using the user generated data available online. However, a 

normal user might find it difficult to analyze the amount of 

content being generated online on daily basis [1]. Thus, an 

automatic mechanism that uses different sentiment analysis 

techniques is required. 

 

A mechanism through which the attitudes, opinions, 

emotions and views of are extracted automatically from the 

various database sources which include tweets, text, and 

speech is known as sentiment analysis [2]. Categorization of 

opinions among “positive” negative” and “neutral” is done 

through sentiment analysis approach. Before buying any 

kinds of products, the user can collect information about 

them through SA approach. Depending upon the 

requirements of users the products or services can be 

provided by the organizations to their customers. The factual 

data available is processed, search or analyzed by the textual 

information retrieval techniques. The subjective 

characteristics can be expressed through some textual 

contents even through the facts have an objective component. 

The core of SA is formed by the contents which mainly 

involve appraisals, emotions, attitudes and sentiments [3]. 

Mainly because of the growth in information available on 

online sources, several challenging opportunities are faced in 

SA.   

 

SENTIMENT CLASSIFICATION LEVELS 

There are several levels on the basis of which sentiment 

analysis can be performed. They are explained below:  

 

a. Document Level Classification: From an entire review, a 

sentiment is extracted within this process [4]. Further, 

depending upon the overall sentiment of the opinion holder, 

the complete opinion is classified. The reviews are 

categorized as positive, negative or neutral in order to 

perform an analysis [5].  

 

b. Sentence Level Classification: Following two steps are 

involved within this process:  

 Objective and subjective are the two classes among 

which the subjectivity classification of a sentence is 

done [6].  
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 Positive and negative are the two classes among 

which the sentiment classification of subjective 

sentences is done.  

Some factual information is presented by an objective 

sentence however; the personal feelings, emotions or views 

are expressed by a subjective sentence. Several methods like 

Naïve Bayes classification [7] are used to perform subjective 

sentence identification. However, it is not enough that a 

sentence is categorized as positive or negative [8]. The 

sentences that have no opinions at all can also be filtered out 

through this intermediate step. The positive or negative 

aspect of the sentiments and their entities can also be known. 

Multiple opinions and subjective and factual clauses can be 

included within a subjective sentence [9].  

 

c. Aspect/Feature Level Classification: The object features 

which are commented on by the opinion holder are 

recognized and extracted by this process. Further, the 

positive, negative or neutral aspect of the opinion is 

identified. The grouping of feature synonyms is done and the 

results generate a feature-based summary of multiple reviews 

[10].  

 

This research paper is related to sentiment analysis of twitter 

data. In the first section, introduction about the twitter data is 

described in detail. In the  Section II  literature review related 

to work is illustrated. Moving further towards Section III 

explains the problem formulation. Then Section IV depicts 

Proposed Technique that we used and shows implementation 

step by step. Section V describes the results and discussion 

and in the last Section VI provides a brief conclusion on this 

research work.   

 

II. LITERATURE REVIEW 

Rashmi H Patil, et.al (2017) analyzed that the Micro 

blogging became a very important part of everyone’s life in 

present scenario [11]. A number of internet users shared their 

feelings on different blogging sites like face book, twitter. 

Various tools were used for sentiment analysis of data by 

using some of the tweeted data as input and got respective 

scores as output. The earlier developed unigram model 

utilized as the gauge model and gave 4% of general report. 

This method used two classification methods, one is two way 

classification methods and the other is three way 

classification methods. The two ways classification defined 

positive versus negative classification of tweeted data and the 

three ways classification defined the positive versus negative 

versus neutral classification of given tweeted data. Some 

uneven tweeted data identified after testing of both these 

classification methods. This data was considered as neutral 

tweet. The kernel tree was developed and prepared to prove 

the superiority of unigram model. Parts of speech of the 

particular words were mostly considered. The wealthier 

etymological examination will be explored for instance, 

parsing and semantic examination. 

 

Metin Bilgin, et.al (2017) proposed that sentiment 

analyzation helped various companies to improve their 

products and services after getting their feedback from the 

twitter users [12]. A sentiment analysis was done on Turkish 

and English Twitter messages by using Doc2Vec.This 

algorithm was developed to work on positive, negative and 

neutral tagged data using the semi –supervised learning 

method and the obtained results were recorded. Two newly 

developed versions of Doc2Vec, DM and DBOW were used 

on this model. On the basis of modeling, the success rate of 

these methods was calculated in test phase. This was one of 

the earlier studies which used Doc2Vec for sentiment 

analysis in Turkish. The experimental results indicated that 

the DBOW method was more accurate than DM. Because of 

the small data set, tested and training results obtained were 

lower for Turkish language in comparison with English 

language. The Program codes for the supervised learning will 

be improved in future and the system success will also be 

investigated. In future, the use of DBOW and DM as hybrid 

approach in sentiment analysis will also be investigated in 

order to get better results. 

 

Chintan Dedhia, et.al (2017) suggested an ensemble model 

which used SVM as base learner and Adaboost as the 

Ensemble boosting algorithm for classification [13]. The 

accuracy, recall and FI score are identified by comparing it 

with the base line algorithm. The overall precision of the 

model is increased by the feature extraction module because 

it used only most useful features and eliminated the noisy 

features to make a strong vector of features. The obtained 

results clearly indicated that the ensemble method performed 

better in comparison with the traditional classification 

methods. SVM linear and RBF Kernel is a good identifier 

which worked on re-weighting the wrongly classified 

samples and assigned it higher weights.SVM with Adaboost 

gave better performance and did good with unbalanced 

datasets. In future, there is a lot of scope to work on this 

model because it uses aspect based classification and 

emotional retweet information which will make it a more 

generalized learning algorithm. 

 

Adyan Marendra Ramadhani, et.al (2017) introduced that the 

twitter data research related to text mining proved very 

helpful and this could be subjected to sentiment analysis 

[14]. A new technique like machine learning was needed for 

handling a large amount of unstructured data. One of the 

methods of machine learning was deep learning which used 

the deep feed forward neural network with many hidden 

layers in the term of neural network with the outcome of the 

experiment about 75%. During Experiment, almost 1000 

dataset of each positive and negative was used for training 

and testing among the total of all data which was 4000. The 
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experiment was trained with 100 epochs and the used the 0.1 

and 0.001 learning rate. Tensorflow Program was used for 

creating the network during experiment. 

 

Paramita Ray, et.al (2017) proposed a structure that used R 

software. By using, R software sentiment of users on Twitter 

data could be analyzed [15]. A lexicon based approach was 

used to analyze the tweeter user’s sentiment after collection 

and pre –processing of twitter data. A dictionary based 

approach was used to implement and develop an algorithm 

which utilized a significant amount of data to estimate the 

sentiment of public. Acronym word was replaced by creating 

acronym dictionary and also detected emotions expressed in 

tweet. For decision making, both document level and aspect 

level analysis was done. These methods were based on 

proposed methodology. In future, the more work will be on 

comparative opinion with the use of machine learning 

approaches. This will be helpful for developing a hybrid 

working model. 

 

Zahra Rezaei, et.al (2017) proposed Hoeffding tree algorithm 

which was the most popular tool in data stream mining [16]. 

In this tree algorithm, The Hoeffding’s bound was used to 

find the smallest amount of instances necessary in a node to 

choose a splitting attribute. MacDiarmid tree algorithm was 

developed by replacing the MacDiarmid’s bound in 

Hoeffding tree algorithm. The accuracy obtained from the 

McDiarmid tree was very much close to the accuracy 

obtained from the Hoeffding tree. Because of this, the 

process time of the Hoeffding tree decreased significantly. 

Filtering and wrapper techniques were used for feature 

selection in order to boost the performance. McDiarmid tree 

showed considerable improved performance in processing 

time while the obtained accuracy was very close to that of 

the Hoeffding tree. Processing time was very important 

because of the large amount of Twitter data. Thus the tested 

results clearly indicated that the McDiarmid tree for 

sentiment analysis of twitter data was better than the 

Hoeffding tree algorithm.  

 

III. PROBLEM FORMULATION 

Text summarization is a great technique that serves our 

purpose. In order to frame up summary; it is required to find 

the relevant text with complete omission of unnecessary 

information while keeping the focus on details and compile 

them into a document. This is not as easy as it seems to be as 

the common constrains of natural language processing are 

commonly encountered. The sentiment analysis is the 

technique to analyze the behaviors of the users.  The 

sentiment analysis is applied on the social network websites. 

In this technique of sentiment analysis the features of the 

input data are extracted using pattern matching algorithm and 

for the sarcasm detection, classification techniques are 

applied. The base paper technique is based on N-gram 

technique in which to extract features from the social 

networking sites pattern-matching is applied with neural 

networks. The SVM classifier is applied for the feature 

classification. The issue is of classification when SVM 

classifier is applied complexity is increased at steady rate 

which increases execution time.  

 

 

IV. PROPOSED METHODOLOGY 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 1: Proposed Flowchart 

 

 

A. Dataset 

Two types of datasets are generated manually here amongst 

which one is used for training and another is used for testing. 

X  : Y is the relation present within the training set. The 

score of probable opinion word is represented by X here and 

the representation whether the score is positive or negative is 

done by Y. By gathering reviews from the e-commerce sites, 
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the testing set is generated. A review whether the testing set 

is positive or negative is manually tagged. The reviews will 

be separated on the basis of positive and negative sentiments 

they include once the training is completed. With the help of 

reviews that are gathered from the test set whose polarity is 

known previously, the system is tested. The accuracy of the 

system can be determined on the basis of output that is 

generated by the system.  

 

B. Data Preprocessing 

Stemming, error correction and stop word removal are the 

three main preprocessing techniques which are performed 

here. The identification of root of a word is the basic task 

within stemming process. The elimination of suffixes and 

number of words involved is the major aim of this method. It 

also ensures that the time as well as memory utilized by the 

system is saved up to maximum. Since, similar grammatical 

rules, punctuation as well as spellings are not utilized by all 

the reviewers; there is a need to develop error correction 

mechanism. The context is understood in different manner 

due to such mistakes and thus, correction needs to be done 

here. In order to minimize the complexity of the text, the stop 

words are eliminated. The core reference of the resolution 

might get effected due to elimination of some words such as 

“it” which should be avoided.  

 

C. Lexical Analysis of Sentences  

A subjective sentence is known as one which includes either 

a positive or a negative sentiment. However, there are some 

queries or sentences written by the users which might not 

include any sentiments within them and thus are known as 

the objective sentences. In order to minimize the complete 

size of the review, such sentences can be removed. A 

question mainly is generated by including words such as 

where and who which a sentence which also does not provide 

any sentiments [16]. This type of sentence also is removed 

from the data. The regular expressions involved within 

python do not recognize these questions.  

 

D. Extraction of Features 

The major issue arises within the sentiment analysis while 

extractive the features from data. A noun is always utilized in 

order to represent the features of a product. POS tagging is 

utilized in order to recognize and extract all the nouns such 

that all the features can be recognized. There is a need to 

eliminate the features that are very rare. A list of features that 

occur very frequently can be generated after the rarely 

present features are eliminated. The N-gram algorithm is 

applied which can extract the features and also post tag the 

sentences.  

 

E. Define Positive, Negative and Neutral Words 

With the help of Stanford parser, the words that represent a 

specific feature can be extracted. The grammatical 

dependencies present amongst the words present in the 

sentences will be gathered by the parser and given as output 

[16] [17]. In order to identify the opinion word for features 

that have been gathered from the last step, the dependencies 

have to be looked upon in further steps. The direct 

dependency is referred to as the direct identification of 

opinion words for particular features. There is also a need to 

include the transitive dependencies along with direct 

dependencies within this step.  

 

F .SentiWordNet 

Within the opinion mining applications, the Sentiwordnet is 

generated especially [18]. There are 3 relevant polarities 

present for each word within the Sentiwordnet which are 

positivity, negativity and subjectivity. For instance, 125 is 

the total score for the word “high” within the SentiWordNet. 

However, the word high cannot be considered as positive 

within the sentences such as “cost is high”. In fact, there is 

negative meaning represented by this sentence. Thus, such 

situations need to be considered here as well.  

 

G. WDE-K-Nearest Neighbor Classifier  

In order to use a classifier within this approach, WDE-KNN 

is selected. Since, sentiment analysis is a binary classification 

and there are huge datasets which can be executed, WDE-

KNN is chosen here. A manually generated training set is 

utilized for training the classifier here. There is X:Y relation 

provided within the training set in which the score of an 

opinion word is represented by x and the score whether the 

word is positive or negative is represented by y [18]. A score 

of the opinion word related to a feature within the review is 

given as input to KNN classifier.  

 

V. RESULT DISCUSSION 

This research work is related to sentiment analysis of twitter 

data. The data is collected over the twitter and performance 

is analyzed in terms of accuracy, precision, recall and F-

measure. 

 

 
Fig 2: Accuracy Comparison 
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As shown in figure 2. The accuracy of SVM classifier is 

compared with KNN classifier of sentiment analysis. It is 

analyzed that KNN classifier has high accuracy as compared 

to SVM classifier. 

 

 

 
Fig 3: Precision-Recall Comparison 

 

As shown in figure 3, the precision-recall value of SVM and 

KNN is compared for the performance analysis. The 

precision-recall of the KNN classifier is high as compared to 

SVM classifier. 

 

VI. CONCLUSION 

The behavior of user is analyzed in this research work on the 

basis of analysis sentiments of twitter data. N-gram 

technique is applied here for sentiment analysis through 

which the features of input data are analyzed. Further, the 

behavior of user is analyzed by applying classification 

technique. The complete input dataset will be divided into 

various segments using the N-gram approach. For analyzing 

the sentiments, each of these segments is analyzed 

individually. The classifier used for this analysis is logistic 

regression. There are several number of classes generated 

during data classification. In this research work, the 

technique of SVM is compared with the KNN classification. 

The KNN performs well as compared to SVM because KNN 

hyper-plane for each class in which data needs to be 

classified. It is analyzed that accuracy of SVM technique is 

81.51 % and when the technique KNN is applied it is 

increased to 87.39 %.In future, the work can further be 

extended by including other classifiers technique and feature 

selection methods and can be analysis on other domains .  
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