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Abstract — Gene expression analysis has been vital in cancer detection across the world. Genes regulating cell growth in 

cancer, suffer altered expressions. This leads to various phenotypic traits. Gene expression profiling has been extensively used 

by researchers to accurately identify tumours and has thus enabled better understanding of tumour biology. However, feature 

extraction and classification of gene expression datasets is challenging due to the high dimension of gene expression datasets 

and the non-linear relationships among the data. In this article, we have developed a deep learning-based dimension reduction 

and multi-class classification model using deep auto-encoder and multi-layer perceptron (MLP). We have trained the auto-

encoder to extract meaningful features from the RNA-Seq data. These features are then used for supervised classification of 

tumour samples using a multilayer perceptron. Our (deepAE-MLP) model showed better feature extraction and disease 

classification capabilities when compared to benchmark methods. 

 

Keywords —Gene expression, Deep Learning, Auto-encoder, Multi-layer perceptron, Dimension Reduction, Multi-class 
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I.  INTRODUCTION    

 

Gene expression analysis helps us to characterize cellular 

states of various diseases. Changes on gene expressions may 

lead to phenotypic variation. Manifestation on gene 

expression depends on genetic variants at DNA level. Gene 

expression analysis can lead to significant discoveries in 

biological fields. Identification of genes that are differentially 

expressed or critical for disease pathways, finding regulatory 

targets and drug development are the main focus of such 

research [1-7]. 

 

However, there are certain challenges associated with these 

tasks. The “dimensionality curse” (high number of features 

against very small number of samples) and noise are the two 

most worrying factors. A lot of research is still required in 

this direction to improve results obtained from gene 

expression analysis. 

 

Soft computing and machine learning techniques for 

interpreting gene expression patterns, selecting critical genes 

or reducing dimension have achieved some success [8, 9]. K-

Means clustering, Principal Component Analysis (PCA) and 

Recursive Feature Elimination (RFE) are some techniques 

used for dimension reduction [10]. Hybrid methods 

involving genetic algorithms and SVM or neural networks 

were applied for gene selection and classification [11, 12]. 

Auto extraction of knowledge and summarization is one of 

current research need. Many supervised learning algorithms 

and unsupervised clustering algorithms have been applied for 

extraction of knowledge from biological data, but their 

performance mostly depends on the knowledge of biology or 

identifying the most significant signals in the data. A deep 

neural network is preferred in this context. Deep learning 

models claim to automatically learn maximum information 

from the data in an unsupervised manner, without the need of 

domain knowledge. Feature extraction architectures like 

Auto-encoders and Restricted Boltzmann machines have 

become the de-facto tools for knowledge extraction. The 

most striking feature of an auto-encoder network is that 

unlike the other learning techniques, it does not depend on 

known biology.  

 

In recent years, deep neural network architectures have been 

used profoundly for supervised and unsupervised learning 

tasks. Deep multi-layer perceptron models have been trained 

using auto-encoders for learning a low-dimensional 

representation of the data. Deep Belief Networks (DBNs) 

have also been used for this purpose [13, 14]. Variations of 

auto-encoder network, namely, stacked auto-encoders, de-

noising auto-encoders, sparse auto-encoders and variational 

auto-encoders (VAEs) have been employed to learn better 

representations of the data [15, 16]. Deep architectures like 
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auto-encoder extract features in non-linear space unlike 

standard dimension reduction techniques like PCA. 

 

In this article, we have introduced a deep learning framework 

for dimension reduction and classification of gene expression 

dataset. The deep auto-encoder (deepAE) model has been 

used to reduce the high dimensional gene expression data to 

a lower dimensional, more meaningful representation.  The 

new extracted features are then used to classify the tumor 

samples into one of the five classes. Various other standard 

machine learning algorithms for dimension reduction and 

classification are then studied and compared, to test the 

usefulness of our proposed model. 

 

Rest of the article is organized as follows, Section II contain 

the related work on deep learning techniques for 

computational biology, Section III explains the data and the 

methods used, Section IV discusses the results, and section V 

concludes the research work with future directions.  

 

II. RELATED WORK  

 

There are multiple approaches for classification and 

clustering of microarray gene expression data. Support vector 

machines (SVM) have been used to classify between 

leukemia, ovarian and colon cancers [17] and breast cancer 

tissues [18]. 

 

To reduce the high dimension of data and extract meaningful 

features from it, PCA has been the standard tool. It uses an 

orthogonal transformation to map a set of high-dimensional 

correlated observations to a set of uncorrelated low-

dimensional components [19]. The transformation is such 

that maximum variability in the data is explained by the first 

principal component, the next highest variability by the next 

principal component as so on and so forth.  

 

Deep architectures overcome the limitation of PCA in 

extracting non-linear relationships from the data [20]. Auto-

encoders have been used extensively in recent years to 

extract meaningful features from data. Gupta et. al. in [21] 

used de-noising auto-encoders to pre-train deep 

architectures., which were further used to regenerate gene 

expression data. De-noising auto-encoders were further used 

in [22] on breast cancer gene expression dataset to identify 

features associated with molecular subtypes and estrogen 

receptor (ER) status. Danaee et. al. employed stacked de-

noising auto-encoders on breast cancer dataset and analyzed 

the auto-encoder matrices to identify highly interactive genes 

[23].  

 

To analyze the impact of genetic factors on gene expression, 

Rui Xie et. al. constructed a predictive regression model 

using stacked de-noising auto-encoders along with multi-

layer perceptrons [24]. Variational auto-encoders were used 

in [25] to extract latent variables from leukemia data. These 

latent variables were accessed for estimating drug response. 

Auto-encoders have not only been instrumental in gene 

expression analysis, but also in multi-omics integration 

approaches that study the effect of integrating multiple omics 

data like DNA methylation, RNA-Seq, microRNA-Seq and 

clinical information [26, 27]. 

 

Deep learning architectures have been reviewed in [28] 

where they focus on two important research areas deep 

learning and Big Data. They also discuss different challenges 

of deep learning architectures when working with big data 

and scope to work on in future like handling high 

dimensional data, analyzing streaming data, distributed 

computing, data tagging, information retrieval, selecting 

criteria for extracting good data representations, etc. 

In another review on deep learning in bioinformatics [29], 

the authors discuss how deep learning breaks the barrier of 

convention machine learning approaches for problems in the 

bioinformatics domain. They focus on hyper-parameter 

tuning of deep architectures for various applications.  

Christof Angermueller et. al. in [30] reviewed deep learning 

architectures for computational biology, regulatory genomics 

and image analysis. Other review articles on deep learning 

applications for computational biology, health informatics, 

biomedicine and big data processing can be found in [31-33], 

where the authors discuss how the accuracy of decision 

support systems can be increased using deep learning. They 

also focus on building robust techniques to integrate massive 

semi-structured biological data. 

 

III. METHODOLOGY 

 

Data Acquisition and Pre-processing 

We have used the RNA-Seq (HiSeq) PANCAN dataset 

https://archive.ics.uci.edu/ml/datasets/gene+expression+canc

er+RNA-Seq from UCI Machine Learning Repository for 

building our model. It contains gene expression values of 

patients suffering from Breast Cancer (BRCA), Kidney renal 

papillary cell carcinoma (KIRC), Colon adenocarcinoma 

(COAD), Lung adenocarcinoma (LUAD) and Prostate 

adenocarcinoma (PRAD). There are     samples and 

      features or attributes in the dataset. It does not contain 

any missing value. However, some attributes had 

  expression value across all samples.  

 

Attributes having   expression values across all samples 

were removed and the number of features was reduced to 

      features. To further reduce the impact of erroneous 

readings, we have removed features (genes) having less than 

80% non-zero values. The final reduced gene expression data 

contain 801 samples and       genes.  To normalize and 

scale the data within [0-1] range, we have used the 

sklearn.preprocessing.MinMaxScalar (Sckit-learn) package 

[34]. 

https://archive.ics.uci.edu/ml/datasets/gene+expression+cancer+RNA-Seq
https://archive.ics.uci.edu/ml/datasets/gene+expression+cancer+RNA-Seq
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Dimension Reduction and Feature Extraction using Deep 

Auto-encoders 

To reduce the dimension of the dataset and also extract good 

features, we used a deep auto-encoder network. An auto-

encoder network is a feed-forward, non-recurrent neural 

network that employs an encoder function and a decoder 

function. The aim of an auto-encoder is to learn a lower 

dimensional representation of a given dataset in an 

unsupervised fashion. The encoder function           and 

the decoder function          is used to encode the data 

and reconstruct the original data from the encoded 

representation respectively. It typically consists of an input 

layer, one or more hidden layers and an output layer. The 

output layer produces a reconstruction of the original input. 

To reduce the input dimension, the number of neurons in the 

hidden layer is usually kept much lower than that in the input 

layer.  

 

In our model, the gene expression dataset with       genes 

forms the input to the auto-encoder. As illustrated in figure 1, 

the auto-encoder model consists of an input layer, two auto-

encoders in between with dimension     and 

    respectively and an output layer. We have used the 

ReLu (Rectified Linear Units) activation function in each 

layer. The ReLu function solves the vanishing gradient 

problem [35] that other functions suffer from. Thus, for each 

layer i,                        where      is the 

weighted sum of the inputs given by:        
and    is the bias. We have trained the auto-encoder for 

   epochs using ‘mse’ as the loss function, i.e., the squared 

difference between the original and the reconstructed input is 

taken as the reconstruction error and the auto-encoder is 

trained to minimize this error. For an input   and its 

reconstruction    the loss function thus becomes: 

           ‖    ‖  ‖       (       )      ‖
 

 

(1) 

 

Multi-class classification using Multi-layer Perceptron 

After training, we have extracted the reduced feature set from 

the bottleneck layer of the auto-encoder and used it as the 

input to the Multi-layer perceptron (MLP). An MLP is a 

feed-forward artificial neural network used for supervised 

learning. It consists of an input layer, one or more hidden 

layers and an output layer. Neurons in each layer are 

connected to all neurons in the next layer. Given, a set of 

features   {          }  and a target    an MLP can be 

trained to learn a non-linear estimator for a classification 

problem.

                       
Figure 1.  Our deep auto-encoder model for feature   

              extraction and dimension reduction 

 

For our multi-class classification problem, the output layer 

has been designed to have the same number of neurons as the 

number of classes in the data. The ReLu activation function 

has been used in the intermediate layers and a softmax 

function at the output layer. The MLP has been trained for 

   epochs using the ‘categorical crossentropy’ as the loss 

function and a ‘adam’ optimizer. The overall architecture of 

our deepAE-MLP model is shown in figure 2. 

 

 

 

 

Figure 2.  Our deepAE-MLP model 

 

Other methods for comparison 

To compare our results, we have used a few benchmark 

methods for feature extraction and classification. We have 

the performed the same experiments using the Principal 

Component Analysis algorithm (PCA) and Kernel PCA for 

dimension reduction. PCA has been the benchmark tool for 

dimension reduction or feature extraction since it allows 

transforming data to a much low-dimensional space, with the 

first few principal components explaining the overall 

variance of the data. However, PCA is unable to exploit the 

non-linear relationships between the data [21]. This is 
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overcome by Kernel PCA that uses the kernel functions to 

find new directions of variance [36, 37]. 

 

For classification, we have evaluated our results by 

comparing our deepAE-MLP model with other state-of-the-

art classifiers like SVM, Decision Tree and Naïve Bayesian 

classifier. A support vector machine can be used for a 

classification or regression task. It separates data from 

different classes by constructing a hyperplane or a set of 

hyperplanes in a very high-dimensional space. The best 

separation is achieved by the hyperplane which has the 

largest distance to the nearest training-data point of any class 

(margin). 

 

A Decision tree classifier, on the other hand, performs 

classification by posing a set of questions to the data. Based 

on the question related to its attributes, a split is made at the 

root and each of the internal nodes, until a pure partition is 

obtained. Each internal node of the tree represents a test on 

an attribute, each branch represents the outcome of the test, 

and each leaf node represents a class label. A Naive Bayesian 

classifier works on the principle of Bayes’ theorem. It is 

called ‘Naive’ since it assumes that every pair of feature is 

independent of each other. 

 

IV. RESULTS AND DISCUSSION 

 

Our proposed method deepAE-MLP is first compared with 

PCA-MLP and KPCA-MLP to evaluate the effectiveness of 

our dimension reduction method. As can be seen in table 1, 

deepAE-MLP outperformed both PCA-MLP and KPCA-

MLP by a large margin. This establishes the strength of our 

auto-encoder based dimension reduction model.  

 

Table 1. Comparison with other standard methods 

Method Accuracy% 

PCA + MLP 84.90 

KPCA + MLP 85.63 

deepAE + SVM 88.76 

deepAE + 

DecisionTree 

87.65 

deepAE + NB 89.18 

deepAE + MLP 99.37 

 

We have also tried to find out the minimum number of 

features that produce the optimal results. The plot shown in 

figure 3 shows that using 150 features was sufficient enough 

for our deepAE-MLP model to classify all cancer samples 

accurately. 

 
Figure 3. Finding the minimum number of features necessary 

for classification 

 

To evaluate the potency of our overall deep learning model, 

we have compared our results with those from three other 

methods that use SVM, Decision Tree and Naïve Bayes’ for 

classification. Results from table 1 once more establish that 

our deep learning based model outperformed all other 

methods, the optimal accuracy being         as shown in 

table 2.  

 

Table 2. The optimal results for our deepAE-MLP model 

Accurac

y 

0.9937 

Class Precision Recal

l 

F1-

score 

support 

0 1.00 1.00 1.00 59 

1 0.95 1.00 0.97 18 

2 1.00 1.00 1.00 18 

3 1.00 0.96 0.98 26 

4 1.00 1.00 1.00 40 

avg/tota

l 

0.99 0.99 0.99 161 

 

V. CONCLUSION AND FUTURE SCOPE  

 

In this article, we have proposed a deep auto-encoder 

architecture for feature extraction and dimension reduction. 

We then used a multi-layer perceptron for the classification of 

tumour samples. The auto-encoder reduced features are found 

to be useful enough to correctly classify cancer samples into 

one of the five classes. Results show that our deep learning-

based model produces an accuracy of         which is more 

than several state-of-the-art methods used for dimension 

reduction and classification. 

 

Future work may consider identifying genes that are potential 

biomarkers for a particular type of cancer. This may be done 

by analyzing the weight matrices in each layer of the auto-

encoder network and ranking genes according to their level of 

relevance. 
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