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Abstract— In the current world , various  sources like sensors, social media, web logs,  network monitoring devices, traffic monitoring 

devices are generating lots of data. This huge data is arriving continuously, with high speed  and changing its nature with time. Extracting 

useful information from the data stream demands enhancement in existing technologies of Data Mining. Clustering is an important part of 

data mining in which  similar data points are merge into one group. Use of genetic algorithm in clustering data stream is an emerging 

technology. In this paper, we are discussing clustering techniques for data stream using Genetic Algorithm.  
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I.  INTRODUCTION  

Data Streams are data which are continuous, huge in volume, and changing in nature. Applying mining techniques on such data 

requires new techniques as existing techniques are used only for stored data.  Data stream needs to be mined in an on-line 

manner with one scan of the data. Clustering is a useful technique of data mining. Genetic algorithm (GA) is a heuristic 

approach by which optimized solutions are produced. Evolution based Darwin's theory is a  milestone in the field of data 

mining. GA work in five steps: initialize the population, evaluate the fitness function, Selection, Crossover and Mutation. 

Crossover and Mutation are genetic operator. In Crossover, the single or paired gene is exchanged in selected populations. The 

information generated by Crossover is altered in Mutation operator. Genetic Algorithms are used for optimizing clustering 

technique to apply on data streams. Figure 1 shows the procedure of Genetic Algorithm. The paper format is as in Section I 

contains the introduction of Genetic algorithms and data streams. Section II to IV contains the  clustering techniques for data 

stream  using various Genetic algorithms and Section V concludes research work of various researchers .  

 
Figure 1: Procedure of Genetic Algorithm 
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II. CLUSTERING DATA STREAM USING GAUSSIAN MIXTURE MODEL GENETIC ALGORITHM 

(GMMGA) [3]  

In clustering data stream, two major challenges are - to separate overlapping cluster and to identify a number of clusters. The solution is 

provided by extending Gaussian Mixture Model using Genetic Algorithm. Gaussian Mixture Model (GMM ) works on the probability 

distribution of recently arrived data. In GMM, splitting is performed using the distance between two Gaussian component. This is measured 

by Euclidean distance. Merging of Gaussian component is performed by similarity  measures between two Gaussian component.  In 

GMMGA, the EM algorithm [4] is optimized using a Genetic Algorithm.  Mainly the split and merge phases are modified. Let initially k 

Gaussian component be there. The  samples are classified into Gaussian classes. Center of Gaussian component is selected randomly. These 

components are split into other classes using Euclidean distance. In each Gaussian class, N random time selection is made. This process is 

same as genetic operations. From the results the component with the largest fitness is chosen. Then the value of k is increased by one. In 

merging Euclidean norm vector is used. GMMGA's efficiency is measured by comparing with STREMA and Clustream. GMMGA is better 
to classify overlapping clusters.  

III. CLUSTERING DATA STREAM BASED ON EVOLUTION INCENTIVE [5] 

On Proposed approach, the algorithm is working in two parts. Initially high density partition based algorithm (DBSCAN) is used to generate 

clusters in an on-line manner. These clusters are called micro-clusters. On these micro clusters, the improved quantum genetic algorithm and 

evolution incentive function is used for optimizing the cluster's center. Next the adaptive mutation  operator is used for optimal variation 

operation on population. The micro clusters are stored in real storage spaces. For each micro cluster, binary chromosomes are generated 

based on micro cluster radius. The fitness value of chromosomes is calculated. Particle swarm algorithm is used to optimize quantum rotation 

angle and offspring's are generated. Variation of individual is finding out by using a mutation operator. Based on the individual progress 

macro clusters are defined.   

IV. OPTIMIZED K-MEANS CLUSTERING ALGORITHM ALONG WITH GENETIC ALGORITHM 

K-means is a very  popular algorithm for clustering stored data. K-means can be improved by using Genetic Algorithm to make it suitable for 

stream data. K-means algorithm requires initial centroids to proceed. In paper [6], a genetic based method is proposed to choose best initial 

centroids.  Fitness of data points from the population k are calculated by Mean Square Error. After that Selection,Crossover and Mutation 

performed to generate new population. The output is used as an initial centroid for K-means. The experiments show that the proposed method 

is better than other existing techniques.  

 

V. CONCLUSION AND FUTURE SCOPE  

The Genetic algorithm is an emerging technique capable in optimization. Various clustering techniques are optimized using Genetic 

algorithm for stored data. Clustering data that are arriving continuously, with a massive speed and in a huge volume is not possible using 

traditional clustering techniques. Clustering technique can be improved using Genetic Algorithm. Our paper reviews some optimization of 

clustering technique using Genetic Algorithm to cluster data streams.  
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