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Abstract -   Recommendation System predicts or recommends a set of products or items based upon the preference of the user. 

Recommender systems are utilized in variety of areas including movies, music, news, books search queries in general. This  

paper focuses on the design and development of a movie recommendation system using the SVD (Singular Value 

Decomposition) algorithm where we see that how sparse data are in real life situation and thereby predefined strategies such as 

collaborative or content-based filtering cannot be applied to these data for better results. Our objective is to reduce the sparsity 

of the data using dimensionality reduction by the SVD algorithm and hence recommend a list of movies based on the given 

input parameters. 
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I. INTRODUCTION 
 

During the past few years the number of active internet users 

have increased manifold. With this, companies started 

investing more on collecting these ginormous user data and 

building automated system over it so that they can facilitate 

both their users and their business also. Whenever we go for 

e-shopping , at the bottom of the page ,we usually see these 

kind of recommendations, 

 
Fig. 1: Recommendation by amazon.in 

 

Now the question is how do companies like Amazon, 

Flipkart, BigBasket etc. they come to know about the stuffs 

which their customer would prefer? or how can they 

recommend products like this when no-one has told them 

about their personal choices? Well, the answer to all of these 

question is, they continually collect their user’s data , the 

amount of data that we have generated by surfing or 

spending time in their websites and selecting products and 

buying a few , from these data they tend to know our choices 

and based on that they build a system that recommends the 

best products to us and hence comes the advent of 

Recommendation System. 

 

So what is a Recommendation System? A recommendation 

system or a recommender system is a subclass of 

information filtering system that seeks to predict the “rating” 

or “preference” a user would give to an item. 

Recommender System are utilized in a variety of areas 

including movies, music, news, books, research-articles, 

search-updates etc.  

Recommendation system is broadly classified into three 

types: 

 Collaborative filtering 

 Content-Based filtering 

 Hybrid Recommender System 

A Collaborative filtering system is a widely used 

recommender system algorithm to predict the “rating” or 

“preference” a user would give to any particular product. 

This method is built on analyzing a large amount of 

information on user’s behavior, activities or preferences and 

predicting what users will like based on similarity with the 

other users. This whole process is built either using a User-

Item Ranking Matrix or Item-Item Ranking Matrix and then 

other algorithms are applied over it like k-nearest neighbor 

(KNN) and the Pearson-Correlation. 

 

A Content-Based filtering approach is based on the 

description of the item and a profile of the user’s 

preferences. In a content-based recommender system 

keywords are used to describe an item and a user profile is 

built to indicate the type of item the user likes. In other 

words these algorithms try to recommend items that are 

similar to those that a user liked in the past (or is examining 

in the present). Basically various candidate items are 

compared with items that were previously rated by the user 

and the best-matching items are recommended. This 

approach has its roots in information retrieval and 

information filtering research. Algorithms such as Bayesian 

Classifier, cluster analysis, decision trees and artificial 
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neural networks are used in order to estimate the ranks or the 

best recommended items 
 

A Hybrid Recommender System is one in which both the 

methods of Collaborative Filtering and Content-Based 

Filtering are applied to recommend items to a user. It’s like 

keeping one part in content-based algorithmic approach and 

the other in collaborative approach and at the end combining 

them to form a hybrid approach. Typical example being 

Netflix. The website makes recommendations by comparing 

the watching and searching habits of similar users (i.e., 

collaborative filtering) as well as by offering movies that 

share characteristics with films that a user has rated highly 

(content-based filtering).  
 

This paper is organized as follows ,Section I contains the 

introduction, section II contains the methodology where we 

discuss the various steps of the proposed algorithm, section 

III contains the results obtained from our system while some 

input is given, and section IV concludes our paper with some 

future scopes. 
 

II. METHODOLOGY 
 

To build this system we collected sample data from 

MovieLens website. These data consists of 20 million movie 

ratings along with user-ids and genres and tags. Our very 

first step was to visualize the whole data-set. 

After visualization, the next step was to build the user-item 

matrix which is a matrix of the ratings a user has given to 

each movie they have seen, the column here is the user Id 

and the row here is the movieId. 

 
Fig. 2: Matrix form of sample data obtained 

 

Upon building this user – item matrix we see that the user-

item matrix is a sparse matrix. Now a sparse matrix is a 

matrix with maximum number of zero values in it. So we 

check the sparsity of the data 

 
Fig. 3: Sparsity Check of the matrix of sample data 

As we can see that the sparsity level is quite high in the 

above matrix hence methods like Collaborative filtering or 

Content-based filtering on this dataset will not produce 

satisfactory results. So the suitable option is to first reduce 

the dimensionality of the matrix and then predict the correct 

ratings that can be given to a movie by a specific user and 

depending on the predicted rating we shall recommend that 

movie to the user. To do this we now need to apply the SVD 

algorithm. In SVD algorithm, a matrix is  decomposed into 

three other matrices : 

 A = USV
T
 

  
Where: 

 A is a  m × n matrix 

 U is a  m × n orthogonal matrix 

 S is a  n × n diagonal matrix 

 V is a  n × n orthogonal matrix 

 

The steps to design the algorithm for this problem are given 

below: 

 

 MAX_ROWS,MAX_COLUMNS = matrix.shape 

 We define a function computeSVD( ) which takes 

in parameters the user-rating matrix and the 

dimensional reduction value K: 

 

1. U,s,Vt= sparsesvd(urm,K) 

2. dim = (len(s),len(s)) 

3. S = np.zeros(dim,dtype = np.float32) 

Loop is set from  0 to len(s) and sqrt() values of s[i] 

is stored in S[i,i] 

4. U=csc_matrix(np.transpose(U),dtype = 

np.float32) 

 

 5. S = csc_matrix(S,dtype = np.float32)  

6. Vt = csc_matrix(Vt, dtype = np.float32) 

7. return U , S ,Vt 

 

The above function returns the reduced matrix(in 

decomposed form) 

 

 Next We define another function called 

computeEstimatedRatings() which takes in 

parameters like the user-rating matrix, U, S, Vt , 

test_userid, K  and a Boolean value test 

 

1. rightTerm = S*Vt 

2.estimatedRatings=np.zeros(shape=(MAX_Rows,

MAX_Colum  ns), dtype=np.float16) 

3. for userTest in uTest: 

       prod = U[userTest, :]*rightTerm 

we convert the vector to dense format in order to get the 

indices of the movies with the best estimated ratings   

4. estimatedRatings[userTest,:]= 

   prod.todense(recom= 

   (estimatedRatings[userTest,:]).argsort()[:10] 
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5. return recom 

This function returns the final recommended list of movies 

based on the input parameters. 

           

            III. RESULTS AND DISCUSSION 

 

After we build the system as per the algorithm designed we 

then test it for some random user id. Let us suppose say we 

test the system for an arbitrary user having user id 4. To test 

this system we need to pass data to it as follows: 

 

 
Fig. 4: Input parameters for our system 

 

When the given data is passed to the following function we 

get some predicted movies for that specific user id and then 

we print the best ones as follows: 

 
Fig. 5: Output from our system 

 
The top 10 predicted or recommended movies are shown for the 

“user id 4” in descending order sequence where the first movie is of 

the highest rating and the last one is of the lowest rating as per the 

user’s choice. This prediction of the movies based on the preferred 

genres of the user id 4 was computed from the data-set that was 

collected initially from the movie-lens website. Thus our system 

succeeded in reducing the sparsity of the matrix obtained and then  

apply SVD to finally obtain the predicted list of movies based upon 

the user’s preference.  

 

 

 

 

  IV. CONCLUSION AND FUTURE SCOPE 
 

This algorithm is mechanized to recommend the best 10 movies to 

the user based on their choices although this approach is better for 

very sparse data but it has got some limitations in the real life 

cases. For example suppose a new movie is released and there is no 

rating data available for that movie from any user. Then this 

algorithm will not recommend the movie to any user as this system 

works and evaluates data already prepared in the past. In that case 

this algorithm needs to be incorporated along with hybrid 

recommender systems to increase the efficiency.  
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