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Abstract— Clustering is an unsupervised classification of patterns into clusters (groups). Image clustering is a system of 

partitioning image data into clusters on the basis of similarities. It is used in many practical areas like Medical Diagnosis, 

Military, Remote sensing and etc. It is one type of image indexing where images are categorized into different groups based on 

their features, such as shape, color, or texture. The purpose of this paper is clustering of visually similar images from the image 

database using clustering algorithms. The proposed method uses the GLCM (Gray-Level Co-Occurrence Matrix) texture 

features. The extracted GLCM features are then clustered applying different clustering algorithms such as K-Means, K-

Medoids and Improved K-Medoids partitioning clustering techniques. In this work, Corel-1k database is used. This work 

presents a comparative analysis of various clustering algorithms for image clustering with GLCM feature extraction technique. 

The experimental outcome of this work shows performance of different clustering algorithms. 
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I.  INTRODUCTION  

In recent times, the rapid growth of high dimensional data, 

the deployment of huge image databases supporting a wide 

range of applications has now become achievable. Databases 

have a great potential in attracting more users in different 

fields like environmental, design, marketing, medicine, arts 

and publishing. Accessing the required and relevant images 

from large image databases in an efficient manner is now a 

great necessity. 

Clustering is the process of unsupervised classification of 

data to groups which are called clusters. These data can be 

data items, observations or feature vectors. Grouped data in 

each cluster are similar to each other and different from other 

clusters. Clustering used in many applications and its 

efficiency is very important as it is considered a basic step in 

many applications. Clustering can be used for information 

retrieval, biology, compression, climate, physiology and 

medicine and business [16]. 

Traditionally data mining techniques are developed mainly 

for structured data types and the image data type does not fit 

in to the structured category. Hence the mining of image data 

is a challenging problem. The process of Image mining is by 

extracting meaningful image content and pattern from huge 

image dataset. The image mining handles extraction of 

knowledge and relationship among the images for image 

retrieval, image processing, machine learning databases and 

data mining. The information representation of an image can 

be at different levels, namely, pixel, object, semantic 

concept, and pattern levels [18]. Conventional image mining 

techniques include object recognition, image retrieval, image 

indexing, image classification and clustering, and association 

rule mining. 

Image clustering is a process where database of images is 

given and grouped to clusters using any clustering technique. 

After clustering, each image in the database has class label, 

where images with same class label are similar to each other 

[6]. Main goal of image clustering is to group image data 

bases or archives to specific number of clusters or groups to 

extract knowledge or prediction from it, it also provides 

summarization and visualization for the content of images. 

Image clustering is used in many applications as image 

segmentation, content based image retrieval system, image 

categorization and unsupervised clustering of image set or 

database. It is categorized into supervised clustering and 

unsupervised clustering. The supervised clustering provides 

collections of pre-classified images. In unsupervised 

clustering, there are no predefined class label exists for the 

data points. 

Image clustering goal is to organize large image repositories 

to make them easy to mine and search, to extract knowledge 

or get useful information from these repositories there are 

basically three steps which will be discussed in details which 

are: Pre-processing step which is used to resize, enhances 
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and improves quality of the image to make it ready for 

further investigation, Feature extraction of images which is 

used to extract meaningful information from the image and 

represent each image with a feature vector to be ready for 

clustering step, Clustering step which is the final step to 

group similar images with similar features together [20]. 

This paper presents a comparative analysis of K-means,            

K-Medoids and Improved K-Medoids clustering techniques 

for clustering corel images. This rest of the paper is 

organized as follows: Section 2 discusses some related work. 

Section 3 describes the detailed working of K-means,           

K-Medoids and Improved K-Medoids clustering algorithms. 

Section 4 analyses the performance of above mentioned 

clustering algorithms. Section 5 concludes the paper by 

standing the best clustering algorithm among the three.  

II. RELATED WORK  

Nanthini et al., (2017) proposed a feature extraction method 

is implemented by using spectral, SOM and K-means 

clustering algorithms [8]. All 4 feature extraction techniques 

are applied to 3 clustering algorithms, totally 12 

combinations of image retrieval are done. The experiments 

results show that the precision values of the proposed 

combination of texture, color histogram and SIFT feature 

extraction is better than exclusive histogram, texture and 

SIFT features separately. Among the three clustering 

algorithms, it is observed that self-organising map gives high 

performance than spectral clustering and K-Means clustering 

algorithms. 

Maria Fayez et al., (2016) developed two proposed systems 

for clustering medical images are implemented on mainly 

two types of medical images which are X-rays and CT-scans 

[9]. The two proposed methods can be suitable for other 

types of medical images. In the first proposed method GLCM 

was used to extract texture features from the images and k-

means clustering algorithm is used to cluster the features 

extracted, this proposed method gives overall performance of 

67.2%. In the second proposed method, 2D wavelet 

transform texture feature extraction is used to extract feature 

vector from each medical image, then feature vector is 

reduced and clustering is applied using K-Means clustering 

algorithms. The proposed system showed overall 

performance of 86.8%. This showed that the second 

proposed method gives overall performance more than the 

first proposed method. 

Seema Wazarkar et al., (2018) presented various image 

feature extraction and clustering techniques used in various 

domain for an image analysis [20]. It is carried out and future 

scope for each domain is provided such as Medical image, 

3D imaging, oceanography, industrial automation, remote 

sensing, mobile phones, security and traffic control are 

considered applicative areas. The characteristics of an 

images, clustering approaches for each domain, challenges 

and future research directions for image clustering are 

discussed. 

III. METHODOLOGY 

There are two modules employed in the proposed system. 

They are feature extraction and image clustering. Fig.1 

shows the block diagram of proposed image clustering 

system. 

Figure.1 Block Diagram of the Proposed System 

A.  Corel Images 

Image database is a set of image data and those images were 

taken from UCI repositories in jpeg format. Here Corel 

datasets are used to evaluate the performance of our method. 

Corel-1k dataset is classified into ten categories such as bus, 

buildings, dinosaurs, flowers, etc. The similar images were 

grouped using feature extraction methods. Clustering 

methods were applied for grouping the similar images. 

B. Feature Extraction using GLCM 

The second module of this work deals with feature 

extraction. Feature extraction is that the method by which 

certain features of interest inside an image are detected and 

represented for additional processing. The feature is outlined 

as a function of one or more measures, every of that specifies 

some measureable property of an object, and is computed. 

Texture analysis could be a technique used to measure the 

patterns in images that are simple for humans to see, but 

prove more difficult for computers [2].  

Texture analysis aims to find distinctive method of indicating 

the underlying characteristics of textures and represent them 

in some simpler but unique form, so that they can be used for 

accurate classification, robust and segmentation of objects 

[3]. In this paper, Gray level co-occurrence matrix (GLCM) 

is formulated to find statistical texture features. It provides 
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the relative frequencies of occurrence of gray level 

combinations with pairs of image pixels. 

The GLCM considers the spatial relationships between two 

pixels in the image at a time (the reference and the neighbor 

pixel). The distance between the reference and neighbor 

pixel can also be chosen [18]. The matrix is built such that 

each row represents a pixel (reference) in the image and each 

column represents a pixel (neighbor). The entries of the 

matrix incorporate the number of the times each gray level in 

a reference position occurs with each other gray level within 

the neighbor position. The matrix is then added to its 

transpose to make a symmetrical matrix. There are 14 kinds 

of GLCM parameters. Here, seven second order parameters 

are used namely Energy, Entropy, Contrast, Correlation, 

Homogeneity, Shade and Prominence. Following are the 

formulas used for extracting second order parameters.  

                     (1) 

      (2) 

      (3) 

    (4) 

    (5) 

      (6) 

                  (7) 

C. Image Clustering 

The next module in the proposed work is image clustering. 

The clustering techniques are used to cluster individual 

pixels into groups that exhibit homogeneous properties, so 

that image within each cluster is similar in content. 

Clustering algorithms provide a useful tool to explore data 

structures [6]. In this work, three different clustering 

algorithms are used for image clustering. To select the 

suitable clustering algorithm for image clustering, K-Means, 

K-Medoids and Improved K-Medoids partitioning clustering 

techniques are applied to cluster the extracted features. 

(i) K-Means Clustering 

K-Means algorithm is the most popular clustering algorithm. 

It iteratively computes the clusters and their centroids. It is a 

top down approach to clustering. It is used for creating and 

analysing the clusters with „n‟ number of data points point is 

divided into „K‟ clusters based on the similarity measurement 

criterion [1]. The results generated using the algorithm 

mainly depends on initial cluster centroids chosen.  

Algorithm 

Input: 

       D= {t1, t2, ….., tn}                  // set of elements 

       K clusters 

Output: 

       K clusters 

Algorithm: 

       assign initial values for means m1, m2,…., mk; 

       repeat 

               assign each item ti tothe cluster which has the   

               closest mean;                             

       until convergence criteria is met;  

It is an iterative clustering algorithm in which items are 

stimulated among sets of clusters until the required set is 

reached. As such, it may be viewed as a type of squared 

inaccuracy algorithm, although the convergence criteria 

require not be distinct based on the squared inaccuracy [7]. A 

high degree of relationship among elements in clusters is 

obtained, while a high degree of variation among elements in 

dissimilar clusters is achieved simultaneously.  

(ii) K-Mediods Clustering 

The K-Medoids algorithm also termed as PAM (Partitioning 

Around Medoids) algorithm mean a cluster by medoid. 

Mostly, a random set of k items is taken to be the collection 

of medoids. Then at every step, all items from the input 

dataset that are not presently medoids are examined 

separately to ascertain if they ought to be medoids [18]. That 

is, the algorithm determines whether or not there is an item 

that ought to replace one in all the prevailing medoids. Pam 

is a lot of robust than K‐Means within the presence of noise 

and outliers as a result of a medoid is less influenced by 

outliers or alternative extreme values than a mean. PAM 

works efficiently for small data sets, however does not scale 

well for huge data sets. 

Algorithm 

Input: 

        D= {t1, t2, ….., tn}                 // set of elements 

        A                                          // adjacency matrix                                                

        K clusters 

Output: 

        K clusters 

Algorithm: 

        arbitrarily select k medoids from D; 

        repeat 

 for each th not a medoid do 
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                  for each medoid ti do 

                     calculate TCih; 

             find i, h where TCih is the smallest; 

             if TCih < 0, then 

                  replace medoid ti with th; 

      until TCih ≥ 0; 

      for each ti € D do 

          assign ti to Kj, where dis(ti, tj)is the smallest over all medoids; 

(iii) Improved K-Medoids Clustering 

In this improved K-Medoids algorithm, the density of each 

object is calculated first and then the smallest k density 

values are selected as the initial medoids, which improves the 

clustering performance [4]. In the improved K-Medoids 

algorithm, the similarity between pairs of objects is 

computed once and stored, then a new updating medoids 

method which employs significantly improves the K-

Medoids clustering efficiency. However, the initial medoids 

optimized by the improved K-Medoids algorithm usually 

appear in the same cluster, which reduces the final clustering 

performance [11]. 

Algorithm 

Input: 

       D= {t1, t2, ….., tn}                  // dataset 

       K                                           // cluster number 

Output: 

       K clusters 

Algorithm: 

    Step 1: Calculate the distance between every pair of all objects   

based on the chosen dissimilarity measure. 

Step 2:  Calculate Vj for object j as follows:  

               Vj =  

Step 3: Sort Vj‟s in ascending order. Select K objects having the first 

K smallest values as initial medoids. 

Step 4: Obtain the initial cluster result by assigning each object to      

             the nearest medoid. 

Step 5: Calculate the sum of distance from all objects to their                  

            medoids. 

      Step6: Find a new medoid of each cluster, which is the object 

minimizing the total distance to other objects in its cluster. 

Update the current medoid in each cluster by replacing with 

the new medoid. 

Step 7: Assign each object to the nearest medoid and obtain the  

            cluster result. 

   Step8: Calculate the sum of distance from all objects to their 

medoids. If the sum is equal to the previous one, stop the 

algorithm. Otherwise, go back to the step 6. 

IV. RESULTS AND DISCUSSION 

The proposed method is implemented in R tool. In this work, 

experiments are conducted on the feature extraction of 

GLCM texture feature and three different clustering 

algorithms are used to cluster the extracted features of the 

images. In this scheme, 50 images form 5 categories (each 

category contains 10 images) are shown in Fig.2 tested 

against the proposed method.  

 
Figure 2. Sample of Unclustered Dataset 

The five categories are Bus, Dinosaur, Flower, Horse and 

Mountain. Each image named its corresponding categories in 

order to ease the process of accuracy measurement. The 

accuracy measurement based on the number of images that is 

probably clustered. An image said to be in proper cluster if 

its category is the dominant category belong to the cluster. 

Fig.3 shows the GLCM calculation for images in the dataset 

and it includes the value of GLCM features. 

 
Figure 3. GLCM Value Matrix 

The image dataset using the K-Means clustering algorithm, 

K-Medoids clustering algorithm and Improved K-Medoids 

clustering algorithm are shown below which returned the five 

clusters and those results are given in the Fig.4, Fig.5 and 

Fig.3 respectively.  

 
Figure 4. Result of K-Means Clustering 
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Figure 5. Result of K-Medoids Clustering 

 

 
Figure 6. Result of Improved K-Medoids Clustering 

 

Dataset as corel images with pre-labeled classes have been 

used and then the clustering accuracy measured as the rate of 

the number of image is correctly clustered form the total 

number of image, of each category separately based on the 

features using different clustering algorithms.  

 

 

                                                                                             (8)                                                                                  

 

 

 

From the above Equation, measuring the experimental values 

for the clustering accuracy and it is denoted as „The 

clustering accuracy is measured in terms of percentage (%). 

Higher clustering accuracy ensures the better performance of 

the method. 

 

Table 1. Tabulation for Clustering Accuracy 

 

 

Category 

Clustering Accuracy (%) 

K- Means K-Medoids Improved 

K-Medoids 

Buses 50% 70% 80% 

Dinosaurs 60% 60% 70% 

Roses 60% 70% 90% 

Horses 60% 70% 80% 

Mountains 50% 50% 60% 

 

In this paper, K- Means, K-Medoids and Improved K-

Medoids clustering algorithms were applied and compared. 

The experimental analysis shows Improved K-Medoids 

clustering algorithm provide better results when compared to 

K- Means and K-Medoids clustering algorithms is shown in 

Table 1. 

 

V. CONCLUSION  

 

Clustering techniques are mostly unsupervised methods 

which will be used to categorize image data into groups 

based on image similarities. In this paper, the clustering of 

corel images uses K-Means, K-Medoids and Improved        

K-Medoids partitioning clustering algorithms had been done. 

This study compared the efficiency of K-means, K-Medoids 

and Improved K-Medoids clustering techniques for 

clustering corel images. From the experiments, it can be 

concluded that the accuracy of Improved K-Medoids for 

image dataset is having good evaluation much better than the 

K-Means and K-Medoids clustering algorithms. A good 

clustering technique produces high-quality clusters to ensure 

that the intra-cluster similarity is high and the inter-cluster 

similarity is low. This work is that the primary step for 

developing a system for image clustering using clustering 

techniques.  
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