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Abstract. Occupational stress can impact our lives in several aspects. This affects employee‟s health, causes absenteeism and 

overall performance of an organization affected. World Health Organization (WHO) identifies it as epidemics for the modern 

life. The insurance sector employees have direct customer interaction. The policies and the services introduced to the new 

customers, convincing the ideas and satisfying the divergent customer needs causes more pressure on the employees which 

leads to higher level of stress.  Occupational stress data mining is an emerging stream which helps in mining stressed data for 

solving various types of problem. One of the problems is to know the impact of role overload and role ambiguity on 

occupational stress. In this paper, we have tried to implement a model using machine learning classification techniques for the 

prediction of Occupational stress related to insurance sector personnel. In this paper, we have applied support vector machine 

(SVM), Neural network (NN), decision tree (DT) and random forest (RF). The training and testing are done through a stratified 

tenfold cross-validation. The proposed model obtained an accuracy of 60%, a sensitivity of 80%, and specificity 60%. The 

evaluation of occupational stress is critically connected to job performance in the organization. So it is essential to identify the 

causes of occupational stress and can be reduced to the possible extent with the help of proper management techniques. 

Keywords. Occupational Stress, Distress, Predictive model, Classification techniques, SVM, NN, DT, RF 

 

                     I. INTRODUCTION 

  The number of peoples suffering from a stress is increasing 

day by day in modern society. Stress and overall health 

condition are interlinked. In terms of Hans Selye stress is “a 

non-specific response of an organism in exposure to a 

demand or a change in the physical situation [1]”. It appears 

either in the form of eustress or distress. Eustress has the 

positive impact while distress has the negative impact, an 

issue of concern for the employee. A pattern developed by 

means of cognitive, emotional, behavioral and physiological 

reactions to adverse and noxious aspects of work content, 

work organization and work environment [2] comes under 

occupational stress. It is the result of poor matches between 

people and their related work and conflict between their 

parts at work and the work environment.      

 

    

“Occupational stress” is a comparatively modern subject, 

which got focus in recent days as a major health-related 

concern [3, 4] based on the National Institute for 

Occupational Safety and Health (NIOSH). “Occupational 

stress” causes serious concern for operating any organization 

effectively. 

In the Insurance sector, employees have to introduce as well 

convince the investors related to insurance products and 

policy, which causing stress-inducing situations. During the 

discussion of the insurance policy details with the future 

investors, it is in the best interest to manage the stress levels 

in order to obtain a favorable outcome. The main reason 

behind the heavy stress of the insurance sector employees 

includes role conflict, role overload, role ambiguity, 

organizational culture, long working hours, lack of support 

from management to the employees. The insurance sector 

employees notice a good number of symptoms so they are 

under a high level of stress because of their work.  To 

identify the potential reasons for negative stress to 

undermine one or more number of workers there is an 

availability of occupational stress index and also various 

other tools. This will help employees as well as the employer 

to know the correct vision for the workplace with 

objectively. Self-reported measurements are the most 

common way to asses stress from a psychological 

standpoint. It has been found from the literature review that 

data mining tools have not been yet utilized commonly to 

analyze occupational stress issues   [5, 6, 7]. In order to 

analyze datasets for obtaining useful knowledge data mining 

techniques have been utilized [8, 9, 10]. 

 

1.1 Research Problem 

After reviewing the literature it is found very less work has 

been done so far for evaluating occupational stress of 

employee specifically to the domain of insurance sector 



   International Journal of Computer Sciences and Engineering                                      Vol.6(6), Jun 2018, E-ISSN: 2347-2693 

  © 2018, IJCSE All Rights Reserved                                                                                                                                        843 

personal by using data mining techniques. This fact gives an 

idea to do this study for evaluating the pervasiveness and 

linked parameters of occupational stress among the 

employee of the insurance sector. In most of the studies to 

discuss job stress evaluation issues, classification of job 

stress factors has been performed by focusing on 

psychosocial and other environmental factors without taking 

care of physical factors. For example [11] underlined 

psychosocial factors in past job contents questionnaire 

(JCQ). To this end, we propose a survey method called the 

Occupational Stress Index (OSI) developed by Srivastava 

and Singh. This survey incorporates all three factors 

psychosocial, environmental and physical factors. This OSI 

measures the extent of job-related stress related to public and 

private life insurance sector employees. 

 

1.2 Objective of the study  

The objectives of the present study are  

1. To investigate the impact of  role overload and role 

ambiguity  on occupational stress using machine 

learning classification  techniques with special 

reference to the employee of Insurance sector 

2. To suggest a best occupational stress prediction 

model.    

3. To analyze the various components of stress and 

identify the stress management for public and 

private sector of insurance industry. 

4. To give suggestion to overcome stress in insurance 

sector. 

 

The process of detecting stress using physiological self-

assessment in the form of questionnaires consists of 

following phases. See Figure 1.  

 

First, data are collected from questionnaires. Secondly, 

cleaning the data and  statistical analysis performed to check 

the validity of data. Finally on the same dataset several 

machine learning techniques applied by means of R coding. 

The results are compared to obtain the best performing 

model. 

 

The remaining section of this paper is organized in the 

following way; Section 2 has brief literature review. The 

data mining techniques used in the experiments and the 

information about the dataset are presented in Section 3. 

Section 4 has experiments and discussion. The paper ends 

with a conclusion.     

 

II.   RELATED WORK 

 

Various studies are carried out to study the occupational 

stress and its related factors. Krishna et al. [12] have applied 

Analysis of variance including classification and regression 

tree (CART) for measurement and modeling of Job Stress. 

To explore the Effective Factors on Job Stress Arezou 

Khaleghi et al. [13] have applied correlation coefficient test 

and progressive multivariate regression. To evaluate stress 

arising from psychosocial risk factors multiple regression 

analysis is used by Serpil Aytac [14]. Mohd Zuri Ghani et al. 

[15] discuss the relationship between the job stressor and 

health by using demographic variables gender, age, marital 

status, highest academic qualification, job tenure, job title, 

and hierarchical level. Che Noriah Othman et al. [16] uses 

Occupational Stress Index of Malaysian University 

workplace to evaluate the level of stress experienced by 

Government University staffs in Malaysia. Chi-Square 

Automatic Interaction Detection (CHAID) decision tree 

algorithms have been used by Shaghayegh Parhizi et al. [17] 

to explain the relationship between fatigue dimensions and 

psychosocial factors among registered nurses. Maryam 

Khodabakhshi [18] found in her study that women bank 

employees with an assessment of their organizational 

commitment and personality type experienced significantly 

higher levels of occupational stress. Susana García-Herrero 

et al. [19] propose a probabilistic model using Bayesian 

networks to explain the relationships between work demands 

and occupational stress. For identification of stress, Yong 

Deng et al. [20] explains how feature selection method is 

used in combination with   Principal Component Analysis 

(PCA). For individual stress diagnosis, Shahina Begum et al. 

[21] have proposed Case-based decision support system 

based on the use of Fuzzy logic in combination with case-

based reasoning (CBR). Further Arie Shiro et al. [22]  have 

done an  analysis of how  three socio-demographic variables, 

employee gender, age, and tenure are interrelated  with job 

performance by using Weighted Least Squares (WLS) 

regression. Eric G. Lambert et al. [23] discuss job stress by 

proposing Multivariate models and they employed five 

separate multivariates. Jing Zhai, et al. [24] elaborate 

Realization of Stress Detection using Psychophysiological 

Signals for Improvement of Human-Computer Interactions 

STROOP TEST, Support Vector Machines (SVMs), Linear, 

RBF and Sigmoid Kernel. Vedat Isikhan et al. [25] in his 

study explain the Job stress and coping strategies for 

healthcare professionals working with cancer patients by 

means of T-test and SPSS. Noora Nenonen [26] perform an 

Occupational accident Data mining using decision tree and 

association rules. Jorn Bakker et al. [27] discuss stress at 

work by means of associative classification in data mining.  

Ming Jiang et al. [28] have discussed a method for Stress 

Detection Based on fuzzy c-means (FCM) Clustering 

Algorithm. Paul Bowen et al. [29] discuss in his study 

Occupational stress and job demand, control and support 

factors using Hierarchical regression, factor analysis and 

structural equation modeling (SEM). It is found from the 

review that in most of the cases traditional statistical 

analysis, such as regression models, analysis of variance 
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(ANOVA), and hierarchical linear models have been 

extensively used. In some cases, data mining techniques 

have also been used to study occupational stress. In the next 

section, we are going to discuss the methods which we have 

to follow during the research work. 

 

III.     METHODOLOGY 

 

Proposed integrated procedure for evaluating job stress 

During this study, we will discuss the matter in the following 

way. The first step is to collect the data by means of a survey 

using OSI Questionnaire by incorporating potential 

occupational stress reasons. Then we compile and analyze 

the data after performing preprocessing task. Then we 

perform statistical analysis to decide classification task so 

that data can be transformed for application of machine 

learning classification techniques. We will apply filtering 

and feature selection before training the data by applying 

several machine learning classification techniques. By 

analyzing the comparison of different classifier best 

prediction model will be chosen. An overview of the 

proposed method is illustrated in Fig. 1 

  
Figure.1: Overview of the Procedure for Evaluating Job Stress  

 

3.1 Occupational Stress Questionnaire 

The modified Occupational Stress Index  is used for data 

collection. Demographic variables are used to measure the 

personal information of the respondents. This OSI examines 

occupational stress in twelve particular dimensions. These 

dimensions are role overload, role ambiguity, role conflict, 

unreasonable group and political pressure, responsibility for 

persons, under participation, powerlessness, poor peer 

relations, intrinsic impoverishment, low status, strenuous 

working conditions and unprofitability. The questionnaire 

contains 46 statements which measure twelve types of 

variables for the study. These 46 items are related with 

twelve particular dimensions. The purpose of these twelve 

variables and 46 statements is to find out the actual stress 

level of an employee. The questionnaire is based on Likert‟s 

five-point scale [34] and each of 46 statements has five 

options of answers. The scale options are given: viz., 

„Strongly Agree‟; „Agree‟; „Neutral‟; „Disagree‟ and 

„Strongly Disagree‟. 

This OSI measures the extent of job-related stress that 

employees of both public and private life insurance sector 

perceived as arising from various constituents and conditions 

of their jobs. This scale has been found to have high 

reliability and has proved its validity through experiments; 

therefore, it has been used for this study. In this paper, we 

are trying to investigate the impact of Role overload and 

Role ambiguity for job stress. 

 The Role Overload is related with work-load, lack of staff, 

job dissatisfaction etc. while Role Ambiguity is related with 

insufficient information about the assignments and planning 

of job, ambiguous expectations by colleagues and 

supervisors, etc.  

Work Stress questionnaire consistency measured by  

Cronbach‟s [35].The obtained value is found 0.751 which is 

above than the 0.7, the accepted threshold value. In the next 

section, proposed data mining techniques that are used in the 

experiments are discussed 

3.2 Data mining (DM) techniques for the analysis 

In this paper, we are going to investigate the impact of role 

overload and role ambiguity on the occupational stress using 

classification techniques [30] and comparing the 

performance of different techniques. 

3.2.1 Decision Trees- Decision trees are very popular 

classification techniques because of their easy 

interpretability [31]. These trees are built by using divide 

and conquer method. The building process starts with a root 

node, the data points at each label is divided on an attribute 

selected by the chosen split criterion. The tree building 

process stops by the selected stopping criterion. The path 

between the root node to a leave acts as a rule to predict the 

decision. The information in leaves is the predicted values. 

In this paper Rep Trees and J48 [32] are used for 

experiments.   

3.2.2 Support Vector Machines (SVM) -. It divides a line 

to give the best separation of the data into the two groups by 

means of an optimization process. The data instances that 

are closest to the line are considered during this process. 

These instances are called support vectors. Kernels play an 

important role to control the projection in order to make the 
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separation of class flexible. Hence selecting a proper kernel 

is an important step in SVM. 

Prediction will be done with the help of following equation 

f(x)  = B0 +  ∑ ((  )  (    ))
 
                                                                            

   –    represents support vector 

x-       represents new input vector 

B0 and ai   - co-efficient for each input that are calculated 

from the training data by means of learning algorithm. 

3.2.3 Artificial Neural Networks (ANN) 

 

This type of network used a biological neural network that 

has the characteristics to learn and react. It became a popular 

technique and can be used in classification problems related 

to health. It is a new approach to stress research. Stress 

models using this type of network are at early stage of 

research and developed promising results. It is found that 

this network gives better result to recognize stress as 

compared to humans beings for given voice recordings 

[Scherer, 2008]. These results can contribute more 

motivation in the area of stress research. It learns patterns to 

recognize characteristics from input tuples. It consists of 

processing elements which are interconnected together 

known as artificial neurons. These processing elements are 

connected by weighted links which can pass the signal 

between neurons.  It is inspired by the biological neural 

network and it learns from its inputs. It can approximate the 

functions and classify the patterns. This feed-forward neural 

network is known by its simplicity shown in Figure 2.4. This 

network contains three layers i.e Input layer, Hidden layer, 

and the output layer. The input layer is used to present 

patterns and at hidden layers weights of neurons are adjusted 

which can communicate further to the output layer. At 

output layer evaluation of all the outputs is done. In ANN, a 

signal is propagated layer after layer. This topology is 

designed in such a way that includes a time-delay to 

overcome the time-varying nature of the stress. To determine 

its topology, it is important to find the number of points in 

stress classification. This topology has an effect on the 

performance for classification. 

 

IV.    RESULTS AND DISCUSSION 

 

The experiments are performed using R software [45]. R is 

open source software which has many classification methods 

implemented. The default values of different parameters are 

used for experiments 10 fold cross-validation strategy is 

used in the experiments. 

 

4.1 Classification  

The classifier algorithm established the relationship between 

a set of correctly labeled objects and unknown objects in 

order to classify the unknown objects [46] correctly. Using 

comparison of metrics, obtained with a set of classifier 

algorithms, best performance model [47] is selected, with 

the help of  Support Vector Machine (SVM) [49] with the 

polynomic function [50]; J48 as well as Random Forest and 

neural network. A decision tree model is a good preliminary 

exploratory technique.  

 

 
 

The standard evaluation technique “a  stratified  10-fold 

cross-validation” is used for the available limited data[52]. 

Performance evaluated by means of accuracy which is 

related to the percentage correctly classified among all 

employees.  Sensitivity (sens) which is related with the 

percentage correctly classified as stressed among all 

classified as stressed. While the specificity (spec) is related 

with percentage correctly classified as stressed among all 

really stressed. The  ROC sure represents the combined 

measure between true positive(TP) and False Positive(FP). 

The performance results are shown in corresponding graphs 

 
Figure 4.1 a 

 

 
Figure 4.1 b 

Output Layer 
Hidden Layer 

Input Layer 

Input 

signals 

(extern

al 

Figure 2 Multilayer feed forward network  
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Figure 4.1 ROC and Accuracy on different value of 

parameters (decision tree) 

 

Observation1: In above figure 4.1 show decision tree 

performance on Accuracy and ROC (receiver operating 

curve) is the ratio between sensitivity and specificity. This 

experiment performs on  R language with 55 features and 

two classes high stress and low stress(normal).In the 

experiment using 500 instances and ten cross-validation and 

iterative run on 0 to 1 different kappa parameter. Kappa 

parameter shows the complexity of the model in both 

graph(a) and (b) y-axis show the kappa parameter cost and 

x-axis accuracy and ROC value. Maximum accuracy goes 

with 55 features is 52% in case of a decision tree and ROC 

goes to 64. this means sensitivity high than specificity. 

 
Figure 4.2 a 

 

 
Figure 4.2 b 

 

Figure 4.2 Show the ROC and Accuracy of SVM on 

different Value of Parameters 

 

Observation2: In above figure 4.2 show decision tree 

performance on Accuracy and ROC (receiver operating 

curve) is the ratio between sensitivity and specificity. This 

experiment performs on  R language with 55 features and 

two classes high stress and low stress(normal).In the 

experiment using 500 instances and ten cross-validation and 

iterative run on 0 to 1 different complexity parameter. Kappa 

parameter shows the complexity of the model in both 

graph(a) and (b) y-axis show the complexity parameters(C) 

and x-axis accuracy and ROC value. Maximum accuracy 

goes with 55 features is 53.4% in case of a decision tree and 

ROC goes to 66. this means sensitivity high than specificity. 

 
Figure 4.3 a 

 
Figure 4.3 b 

Figure 4.3 Comparative analysis of RF, SVM and decision 

tree of  ROC and Accuracy 

 
 

Figure 4.4 Comparative analysis of RF, SVM and decision 

tree of ROC, sensitivity and specificity 
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Observation3: In above figure 4.3 show decision tree 

performance on Accuracy and ROC (receiver operating 

curve) is the ratio between sensitivity and specificity. This 

experiment performs on R language with 55 features and 

two classes high stress and low stress(normal). In the 

experiment using 500 instances and ten cross-validations. In 

this experiment comparison of ROC, sensitivity, specificity, 

and accuracy. First, start from SVM which show high 

sensitivity approx. 80% but less specificity 45%. It means to 

show the effective result because in this problem sensitivity 

should be because if any high stress classified as normal 

then it makes a problem. If analysis the accuracy from 

fig4.3(b) SVM accuracy middle of a decision tree and 

random forest. Next analysis of random forest it shows the 

same performance in case of sensitivity and specificity but 

high accuracy compare to SVM and decision tree so we can 

say random forest perform well than other classifiers . 

 
Figure 4.5 Neural network accuracy performance  with 

increasing hidden units 

 

 

 
Figure 4.6 Random Forest  accuracy performance  with 

increasing Predictor units 

 

Observation4: In above figure 4.5 and 4.6 increase the 

analysis on the resources of the classifier by hidden layers 

and number of predictors in neural network and random 

forest respectively. In both classifier random forest show 

shocking when increasing the predictor then accuracy 

reduces but neural network improves the accuracy 

performance 60% which encourage us to improve accuracy 

by a deep neural network. It is enhancing in future 

 

V. CONCLUSION 

 

The findings of a literature review study conducted by 

Dickinson and Wrigitt reported role overload as the major 

stressor [53]. This finding is consistent with that of a study 

conducted in Gorgan.[55].Occupational Stress is very 

common and it has a high cost in terms of employees‟ 

health, absenteeism, and lower performance. Occupational 

stress could be recognized through a continuous monitoring 

of employees during office work. In our experiment, we 

have evaluated the performance of different classifier and 

compared the result with the three different sets for 

investigating the effect of role overload on occupational 

stress. The same exercise has been done with three different 

data set for investigating the effect of role ambiguity on 

occupational stress. The best performing algorithm for role 

overload and role ambiguity is found to be Random Forest. 

In this paper analysis by metric (SVM, neural network) and 

non-metric (decision tree and Random forest).In which 

Metric approaches perform well in case of accuracy, 

sensitivity, specificity and ROC 
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