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Abstract— Data Mining (DM) and Machine Learning (ML) are used as training algorithm for learning classification and 

feature selection technique (FST) from data. The DM and ML are contemporary concepts that are used to classify data with 

remarkable accuracy and efficiency. This paper contains a collection of research publications that utilized DM and ML 

techniques to diagnose diabetes. The survey's objective was to determine the study objective, diabetic type, data sets and 

technologies employed, as well as the results. 

 

Keywords— Classification, data mining, diabetic disease, feature selection technique, machine learning 

 

I.  INTRODUCTION  

 

The extended progress in advanced data and storage 

technology innovation has offered to raise of the rapidly 

growing amount of data and data storage in different types 

of media, for example, the World Wide Web, the 

information distribution centre and data-wide. While 

valuable information may be unclear in the data, it is not 

difficult to extract vast amount of data without 

groundbreaking hardware. In order to enrich such 

information, a new direction emerged in the 1980s called 

Data Mining with the help of the widespread current day 

computing gadgets [1]. With the aid of clinical studies and 

diagnostics, it is important to make the proper diagnosis of 

the patient for a best improvement. As a result, data 

identification is critical for health condition diagnosis. In 

the field of medical research and healthcare, there are 

many different types of computer-based decision support 

systems. These are computer-assisted decision-making 

technologies that assist doctors and other health 

practitioners in making accurate prescriptions.  

 

II. RELATED WORK  

 

The research review papers were selected on the 

foundation of the  

1) Papers related to DM and ML Methods   

2) Papers also related to Diabetes detection  

Papers that were includes the parameters were picked and 

analyzed. The data was addressed in the article and 

provided in a tabular manner. The table 1 shows the 

detailed review of selected papers.The table includes  

1. Serial Number,  

2. Name of author and year, 

3. Datasets  

4. Algorithms 

5. Outcomes, 

 6. Refernces 

Table 1:  Performances of existing work all ready done by 

different authors 

Sr

. 

No

. 

Name of 

author 

and year 

Dataset Algorith

ms 

Outcomes Ref

. 

1 Altamimi 

(2020) 

diabetes in 

children 

detection 

NB,RF, 

SVM,DT 

SVM 

accuarcy 

76.4% 

[2] 

2 Kareem et 

al.(202) 

Early Stage 

diabetes 

dataset 

RF , MLP 

and RBFN  

RBFN 

accuracy 

98.8 % 

 

[3] 

3 Pethunach

iyar 

(2020) 

diabetes 

dataset 

NB,LR,S

VM and 

NN  

 

SVM with 

kernel 

Polynomi

al 

90% 

[4] 

4 Kaur et al. 

(2020) 

diabetes SVM 75.3% 

accuracy  
[5] 

5 Zhang et 

al. (2020) 

Tongue 

images of 

296 diabetic 

subjects and 

531 non 

diabetic 

SVM,GA, 

PCA  
 

SVM+PC

A 

accuaracy 

78.77% 

[6] 

6 Perveen et 

al.(2016) 

Canadian 

Primary 

Care 

Sentinel 

Surveillanc

e Network 

adaboost 

and 

bagging 

ensemble 

techniques 

using 

C4.5, Chi-

square 

ADABOO

ST 

perform 

better  

[7] 

7 Han et al. 

(2015) 

Open 

dataset 

China 

Health and 

Nutrition 

Survey 

(CHNS) 

SVM, RF 

, C4.5, 

NBTree, 

BP NN, 

SVM 

+C4.5, 

SVM +RF 

SVM + 

RF has 

higher 

precision  

 

[8] 

8 Soliman et Pima Indian PSO LS- Classificat [9] 
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al.(2014) Diabetes 

Dataset  

 

SVM  

 

ion 

accuracy 

of 

97.833%.  

 

9 Kumari  et 

al.(2013) 

Pima Indian 

Diabetes 

Dataset  

 

SVM 78 [10

] 

10 Uzer  et 

al.(2013) 

Pima Indian 

Diabetes 

Dataset 

SVM+AB

C 

Algorithm 

Classificat

ion 

accuracy 

79.29% 

for 

diabetes 

dataset  

 

[11

] 

11 Giveki   et 

al.(2012) 

Pima Indian 

Diabetes 

Dataset 

MI-MCS-

FWSVM 

93.58% 

accuracy  

 

[12

] 

 

III. METHODOLOGY 

 

The review work started with the study of background 

information of diabetic disease diagnosis using DM and 

ML techniques. In the present research work, we have 

reviewed the of following various DM techniques;  

 

A. NEURAL NETWORK 

The artificial neural network could be a mathematical 

model that we have a tendency to a while referred to as 

"neural network". This neural network form used the 

structure and process of the biological nervous 

network[13]. In diverse cases, artificial neural networks 

continuously amend once analyzing different types of 

parallel information processing unit. It is a tool for neural 

network modelling nonlinear application statistical data. 

We have a tendency to use this model to investigate 

complex data. The ANN method reviewed MLP and 

RBFN. 

 

B. DECSION TREE 

The decision tree is used in the form of a prediction model 

to go from observations about an item (representation in 

branches) to find out the target value of the item 

(representation in the leaves) by learning the decision tree. 

It is one of the predicted modelling approaches utilized in 

statistics, data processing and machine learning. Tree 

models [14] where the objective variable will take a unique 

set of values are called classification trees; in these tree 

structures, the leaves signify class labels and the branches 

represent these categories that lead those class labels. In 

decision trees, where intention variables are able to acquire 

continuous value (generally the genuine number) are 

referred regression trees. The Decision tree like RF, 

CART, DT  have used the different authors. 

 

C. STATISTICAL METHODS 

Data analysis [15] is a tool to extracting the genuine result 

from the dissolution of the data. Data mining is the area of 

statistics that works in the direction of this goal. Whereas 

they will overlap, they are two very different procedures 

that need different skills. Statistics represent the most piece 

of data mining which incorporates the whole method of 

data analysis. The statistical method like SVM and NB are 

used different authors in their works. 

 

IV. CONCLUSION AND FUTURE SCOPE  

 

For each of the datasets described above, the different 

classification algorithms, Decision Tree, Neural Network, 

statistical method used in various authors of their research 

work. The ability to use DM to deal with the avalanche of 

clinical data gathered from patients and created from 

diabetes monitoring and training is a great tool that may 

assist researchers and clinicians deliver better health care 

for people suffering by this modern-society disease. 

Through use of modified DM and ML, as well as a variety 

of optimization method, has shown encouraging results. In 

future alternative robust and computationally efficient 

model are going to develop and FST and Dimension 

Reduction Technique (DRT) is enforced in the alternative 

dataset. 
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