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Abstract— The Efficient Process that is analyzing Sentiment is the way of identifying the orientation of opinion in text data. It 

finds assignment of comments whether it become positive comment or negative comment to perform analysis of review 

collected from social networking sites. Now a days Use of Social networking sites are going to increase rapidly. In various 

Micro blogging sites user post their review about any interesting topics about event, about newly launched product, etc. 

according to that user going to analyze reviews. In this paper we put forward process of analyzing sentiment that is also called 

as Opinion mining on collected twitter review data set on mobile product based on priority wise selection of feature. By 

considering this concept we are going to assign polarity to the word which decide polarity of comments and based on that we 

divide the comments into positive and negative club. For that classification we use machine learning Naive Bayes algorithm 

and according to that we analyze quality of that product and decide whether to purchase product or not based on selected 

feature of product. 
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I.  INTRODUCTION  

 

Everyday vast quantity of Review data is going to generate 

from popular network, various media and into the World 

Wide Web. To obtain benefit in the business as well as to 

obtain benefit in the other facet of scientific and commercial 

industries this generated data is useful which includes pre-

eminent opinion related information. There is a escalation of 

web to various application like forums, different 

microblogging websites, and social networks also. Which 

include comments, reviews feedback about any product or 

any discussion topic which discussed there. Also there is 

ratings generated about product by users. the reviews 

created by user can be about any event or topic or anything 

which also contain politicians, people, products, etc. as the 

huge amount of data is created when there is detonation of 

that user generated data comes the requirement by 

politicians, service providers, companies, analysts, social 

psychologists, as well as researchers to analyse and mine the 

generated content for different purposes. For mining and 

analysing the vast amount of data the important part of this 

user created content required the use of automated 

methodologies. There is a study of product/movie as well as 

blogs reviews which are the occurrence of majority user 

generated content. Manually taking out of this obtained 

information which is useful for further use is not possible to 

remove it in easier way for that there is use of sentiment 

analysis is needed. The process of taking out opinions or 

sentiments from recommendations or reviews convey by 

users on a current discussion topics, particular area or 

product online.  

       Sentiment analysis or opinion mining is an essential 

application of Natural language processing as well as 

computational linguistics and also text analytics. There are 

two categories like positive and negative sentiment. 

Sentiment analysis going to classify that obtained sentiment 

into this positive and negative clubs. the popular social 

networking sites and microblogging service that is twitter 

which permit it’s all users to send as well as receive tweets 

which is in the form of text based messages. Thus this 

tweets are going to find the overall inclination of user which 

may be speaker or writer in accordance to the topic in the 

circumstances. huge quantity of messages are come into 

view daily through various favoured websites which will 

provide services for Facebook, twitter as well as tumbler 

which are most favoured microblogging. Users of this 

microblogging services discuss various events, or current 

topics and convey their opinion on that topics. As well as 
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user going to discuss current issues and express their 

opinion. User going to transfer to microblogging activities 

from traditional communication tool due to easy acquisition 

of microblogging site program. users communicate with 

each other through that sites and placed their views about 

any event or current issue topic as well as products 

whichever they used and placed different views about it. 

The most valuable and efficient source of people opinion or 

sentiment is microblogging web-sites. The data collected 

from microblogging websites are used for marketing as well 

as social studies. Users post about products and activities 

they use and Covey their political and devoted views, 

microblogging web-sites become valuable sources of people 

opinions and sentiments. Such data can be efficiently used 

for marketing and social studies. Following are the most 

important applications of sentiment analysis: 

• Reviews about Product and Service: one of the important 

application of opinion mining is in the sector of reviews of 

user’s products and activities. Comments on products by 

considering their feature are club by various websites.  

• Reputation Monitoring: Sentiment analysis is done on 

twitter data. The most ordinary application is monitoring the 

reputation of a specific brand on Twitter. Result prediction 

after examining reviews or sentiments from social sites user 

can able to find perspective of user based on that event.  

• Decision making: One of the most important valuable 

application is decision making. In this user can able to take 

decision about product which he want to purchase by 

considering reviews of that product on social networking 

sites. 

        Twitter user place various comments about particular 

product. So to find alignment of comment various 

classification techniques are used. We are using Naive 

Bayes algorithm to club positive and negative comments by 

finding alignment of comments that whether that comment 

is positive or negative when that comment is in the form of 

text. By considering features of product user can able to 

analyse quality of product. Priority wise feature selection is 

done and according to that priority user will decide which 

product is more suitable to purchase. Here user can able to 

analyse result based on priority wise feature selection by 

considering every time variation in input selection of 

number of features and number of input twitter data. Same 

like twitter social site. This can also be useful for other 

social sites. 

 

II. LITERATURE SURVEY 

 

There is a description of Sentiment analysis study perform 

more than 1000 Facebook posts about newscast, which 

comparing the sentiment for Rai - which is the Italian public 

broadcasting service - for the enhanced, developing and 

most aggressive private company La7 .that study compares 

result of the study with observation made with the 

observation made by Osservatorio di Pavia, that become an 

Italian organization of research. In media analysis which is 

specialized at theoretical and factual, programmatic level, 

busy in the analysis of communication in politics in mass 

media, of Facebook with measurable valuable data which is 

available for public [1]. 

       There is a discussion of two machine learning 

algorithms that is include supervised learning approach 

which consists of Naïve Bayes as well as (K-NN) that is k- 

Nearest Neighbour and comparison between them about 

their accuracy, as well as Precision and recall values. We 

can observe that in movie review Naive Bayes gives more 

better result than K-NN algorithm. For obtaining result for 

small data set then only K-NN algorithm is preferable 

because it is slower for large data sets and for large data sets 

there is use of Naive Bayes algorithm. Naive Bayes 

algorithm required short computational time for training. In 

case of hotel review analysis we can observe that these both 

the algorithms give less result and have almost same 

accuracy. For future work it will try to work for random 

forest analysis.  [2].  

        We will go through the discussion of the sentiment 

removal from most favoured microblogging website that is 

twitter in that user placed their reviews about particular 

topics. Here provided that analysis of that tweets to perform 

evaluation or to forecast the business intelligence. in that 

analysis of sentiment there is use of Hadoop framework for 

performing processing data set of movie that become 

obtainable on the website of Twitter which may be review, 

comments, feedback, etc. and whatever examination done 

on the sentiment of twitter that analysis groups that analysis 

in three clubs that is positive, negative and neutral 

comments [3]. 

         There are some slang comments and incorrect words, 

incorrect spelling and double hashed characters posted on 

the twitter in that case investigation of the twitter is dubious. 

In that we realize that greatest length of each comment in 

the twitter is 140 character. So to distinguish rectify 

enhanced notion of each and every words. Here we are 

proposing an exact model of investigation of tweets for the 

recent reviews of forthcoming Tollywood or Bollywood or 

Hollywood movies. By utilizing Internet movie Database 

(IMDb).by various classification technology we classify this 

review. Naive Bayes algorithm we classify it as Positive, 

Negative and Neural club which analyse each tweet [5]. 

        The value of every data item is display using a function 

of probability distribution with uncertainty that is (pdf). 

Here is most important solution is in Bayes model to 

enhance the measurement of the class conditional 

probability which are going to handle pdf. Enhanced 

practical on UCI dataset are going to show that precision or 

exactness about Naive Bayes model which can be increased 

by taking into account the unpredictability information [6]. 

         In data mining Classification is the one of technique of 

data mining process which going to classify data into 

various classes by taking consideration of some constrains. 



   International Journal of Computer Sciences and Engineering                                     Vol.6(7), Jul 2018, E-ISSN: 2347-2693 

  © 2018, IJCSE All Rights Reserved                                                                                                                                        1127 

That classification algorithm has various application which 

includes customer Target Marketing, Social network 

analysis, Medical disease diagnosis, Artificial intelligence, 

Credit card rating, and Document Categorization etc. This 

paper includes various classification techniques are K-NN 

classifier, Naive Bayes algorithm and Decision Tree. So 

here in this paper classification techniques and their 

associated advantages and their disadvantages are given. 

Here K-NN is effective when there is small data. Naive bays 

is effective for huge amount of data and it is faster than K-

NN algorithm [16]. 

 

III. PROPOSED SYSTEM ARCHITECTURE 

 

Opinion mining of the twitter review data is perform 

according to following steps: 

 

A. Process of Data Collection: 

To achieve data for analytics and to merge and access 

the real-time feeds and achieved data for analytics. the 

reviews which are collected are applied as a input for 

obtaining polarity on the sentiment. 

 

B. Preprocessing of Collected Data: 

The process of pre-processing gathered twitter data 

includes tokenization, removal of common words from the 

tweets as well as removing stop words, removing special 

symbols, removal of URL. This process will convert 

unstructured data into structured format. 

 

C. Feature Selection: 

In this features of the product is selected and according 

to that feature reviews about product based on that features 

is collected then classifying them into two clubs according 

to positive and negative: 

 

D. Assigning Feature Weight: 

In this term whatever features are selected then assign 

priority to that feature. Synonym of that features are 

available in the dictionary and based on that going to 

decide polarity. and based on prioritized feature user will 

going to collect reviews and based on that he will going to 

analyse product that is whether to buy or not. 

 

E. Classification: 

Algorithm:  

Naive Bayes Algorithm: 

       Naive Bayes classification is a supervised learning 

method or statistical method for classification. Naive Bayes 

algorithm comes under probabilistic model. Naive Bayes is 

the categorization method which is built on Bayes Theorem 

by considering suppositions of self-government among 

predictors. This algorithm is applicable for vast set of data 

as well as for implementation it is facile. Naive Bayes 

theorem calculates P(c|x) which is posterior probability 

from P(c), P(x) and P(x|c) provides a way of calculating 

posterior probability P(c|x) is from P(c), P(x) and P(x|c). 

Equation is given as: 

 

 P(C | X)  =   P(C | X)P(C)                                      

(1) 

                                          P(X) 

 

 

Posterior probability: Is the probability of Y given X.  

 

P(C | X) 

 

Likelihood: Is the probability of X given Y.  

                              

P(X | C) 

 

Class prior probability: Is the prior probability of Y. 

 

P(C) 

 

Predictor prior probability: is the prior probability of X. 

P(X) 

 

 

 Figure1: Block Diagram of proposed system  

 

For implementation of Naive Bayes algorithm there is a 

need of trained SentiWordNet which is dictionary available 

online. This dictionary consisting of different words with 

its meaning that is similar word and its polarity that 

describe whether the word is positive, negative or neutral. 

There is requirement of two files one is twitter dataset 

which include comments and review posted by user. And 

another is SentWordNet dictionary which includes 

assignment to word which is whether may be positive 

word, negative word, or neutral word.  



   International Journal of Computer Sciences and Engineering                                     Vol.6(7), Jul 2018, E-ISSN: 2347-2693 

  © 2018, IJCSE All Rights Reserved                                                                                                                                        1128 

Naive Bayes is the algorithm implemented for 

performing priority wise feature selection based sentiment 

analysis. Than many other classification algorithm Naive 

Bayes algorithm is faster to predict classes and by using 

small data set it can be easily trained. This algorithm based 

on evaluating explicit probabilities for hypothesis. Naive 

Bayes is extremely competitive with other learning 

algorithms and in many cases it will become better 

perform. For understanding many learning algorithm that 

explicitly manipulate probabilities so that they provide 

unique perspective. Missing data can also be handled by 

Naïve Bayes algorithm. Naive Bayes algorithm is 

incremental and fast which going to deal with continuous 

and discrete attributes. Which has great performance in real 

life problems. The time complexity of Naive Bayes 

algorithm is O (N). 

 

IV. RESULT  
 

Input to the system is collection of review comments 

about the prioritized feature of particular product that is we 

are considering product of mobile and then according to 

that we classify comments of that prioritized feature in 

positive and negative club then based on that if the 

prioritized feature of the particular mobile product has 

more positive comments than negative then system decide 

that user can buy that product and if there is more number 

of negative comments of that feature than positive then 

system analyse that the product is not good to buy. 

 

V. CONCLUSION 
   

Sentiment analysis is the concept with the help of which 

user can able to analyse review. Social networking websites 

helps user to post their review and opinion about launched 

product in market, any event happen, various current 

discussion topics, etc. microblogging websites are a great 

worth of sources of people opinions and sentiments. Such 

data can be efficiently used in the field of marketing and 

social studies. Here we are analysing sentiments posted by 

user on the particular product. In accordance with 

considering priority wise feature selection of product we are 

analysing reviews about product. By analysing comments 

posted by various user about product on twitter user can able 

to assign polarity to each and every comment. Considering 

that polarity on comments user classify that comments in the 

group of three as positive, negative or neutral comments. we 

are going to consider prioritized feature of particular product 

of mobile then by gathering comments of particular mobile 

product we are using Naive Bayes algorithm to classify 

comments. And after that user comes to conclude that 

whether to buy the product or not. In future we can also able 

to analyse result if variation in input data and variation in 

number of selection of feature occurred. Hence for other 

networking sites this can be used in efficient manner.  
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