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Abstract— In the field of Artificial Intelligence (AI), Deep Learning is a method falls in the wider family of Machine Learning 

algorithms that works on the principle of learning. Deep learning models basically works without human intervention and they 

are equivalent, and sometimes even, superior than humans. With the rise of emerging technology, deep learning draws an 

attention by many researchers and it is widely used in several areas including image, sound and text analysis. The paper 

discussed deep learning background, types of deep learning architectures and applications from different domains where 

researchers used deep learning models successfully. 
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I.  INTRODUCTION  

In the field of Artificial Intelligence (AI), Deep Learning is a 

method falls in the wider family of Machine Learning 

algorithms that works on the principle of learning. For 

learning, Supervised and Unsupervised, both of forms may 

use. In deep learning, a computerized model will perform 

specific set of classification or pattern analysis tasks based 

on previously learned data. For that, a model must be trained 

first with set of labeled data. Deep learning basically used to 

classify images, text or sounds. Deep learning models works 

without human intervention and they are equivalent, and 

sometimes even, superior than humans. Deep learning 

models are realized mostly through deep neural networks. It 

has been applied to several arenas that includes 

bioinformatics, image processing, Industrial automation, 

natural language processing, text and sound recognition and 

many more. 

Artificial Intelligence consists a set of techniques that applied 

to develop computerized models that makes machines to act 

like human expert. Machine learning, a part of Artificial 

Intelligence paradigm, consists techniques that makes 

machines to learn by themselves based on experience. It 

makes enable machines improvised automatically over time. 

Deep learning is a part of machine learning and contains 

algorithms that makes machine “to learn” based on 

experience to perform the assigned task, mostly text, sound 

and image recognition.  For that, it mainly uses an 

architecture of artificial neural network with higher number 

of hidden layers, called deep neural networks. In this paper, 

section II explained the deep learning background. Section 

III represented three well-known deep learning architectures 

with its applications from different domains and section IV 

discussed the conclusion. 

II. BACKGROUND 

The foundation of the concept of deep learning was based on 

artificial neural network research. The general example of 

the models work with deep architecture is a well-known 

feed-forward neural networks or multilayer perceptron that 

consists many hidden layers. In the arena of 1980, another 

algorithm for learning the weights of these networks is Back-

propagation [1]. An artificial neural network constructs by 

consisting three layers of neurons: Input Layer, Output Layer 

and one or more Hidden Layers resides between Input and 

Output Layer. In Artificial Neural Network (ANN), a 

mathematical function is used to represent a neuron, an 

essential element of ANN. Neurons resides in each layer 

receives one or more values as an input, which are output of 

previous layers, except Input layer. A weight is usually 

assigns to each input and to calculate sum of these values, an 

activation function is used. In deep learning, a deep neural 

network is used that has more number of hidden layers and 

that makes a neural network “deep”. These multiple layers 

are used for feature extraction and each layer uses output 

value of previous layer as an Input value.   

Deep learning was basically introduced in 1980s but it gains 

tremendous popularity since 2006. As deep learning models 

require large number of hidden layers and huge amount of 

labeled training data, sustainable computational power is 

required. In last few years, machines with high performance 

GPUs are available in market. Also, cloud computing and 

parallel architectures gains huge popularity. Such high 
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performance machines equipped with advent technology 

makes easy to implement deep learning models. For different 

types of task, machine learning algorithms contains several 

methods to be used. Likewise, it is very much required to 

train deep learning models with vast amount of data. For 

these, machines with high computational power are required 

to make learning process faster. Therefore, it is desired to use 

deep learning models in the tasks where size of a dataset is 

very large and high computational powered machines are 

available.  

III. DEEP LEARNING ARCHITECTURES 

There are two major considerations while working with the 

deep learning: Processing is multilayer non-linear and 

learning form can be supervised or unsupervised [2] The 

popular architectures used to create deep learning models and 

discussed in this paper are Convolution Neural Network, 

Deep Belief Network and Recurrent Neural Network. For 

general classification problems, Deep Belief Network is 

widely used. Convolution Neural Network is one of the most 

popular deep learning architecture used for classification of 

image, text and sound. Moreover, Recurrent Neural Network 

is used when data is more in the form of sequential.  

a. CONVOLUTIONAL NEURAL NETWORK  

Usually, deep neural networks are trained by using large 

amount of data and learn features directly from data without 

manual extraction of features. Convolutional Neural Network 

(CNN) is one of the most widespread deep neural network 

models that owns the capability of learning features 

automatically from input data. It is a special class of feed 

forward neural network and as it eliminates manual feature 

extraction, it is mostly used for image classification and 

makes the deep learning highly accurate. Unlike machine 

learning, manual extraction of features from images are not 

required and it is capable to perform an entire task like 

classification of images without manual intervention. [3]. 

Animal visual cortex is taken as a basis for learning process 

of CNN. Figure 1 illustrated an architecture of CNN that 

composed of convolutional layers, pooling layers and fully 

connected layers [4]. 

On input image, a set of filters are applied in Convolutional 

layer and the generated data is passed to the Pooling layer. At 

each convolution layer, Feature maps are obtained. It is 

gained through computing convolutions between local 

patches and weight vectors called filters. Feature maps are 

group of local weighted sums [5]. 

 

Figure 1. Architecture of Convolutional Neural Network 

In order to improve the efficiency of training, filters are 

applied repeatedly. This process helps to reduce the number 

of parameters during learning process. Maximum or average 

subsampling of non-overlapping regions in feature maps is 

performed at each pooling layer. This process helps to handle 

more complex features [5]. At last, fully connected layers are 

working as a regular neural network. It is a final learning 

phase that maps the features to the predicted outputs. At 

present, CNN seems to be one of the most efficient deep 

learning architectures owing the capability of processing 

images, text and sounds. 

One of the frequent use of CNN is in the field of medical 

imaging. Different types of images include X-rays, MRIs, 

CT scans, PET Scans and ultrasound are used for diagnostic 

process. CNN is applied to segment brain images efficiently 

by many researchers Zhang W, et al.  [6], Moeskops P, et al. 

[7], Nie D et al. [8]. Moreover, MRI images are useful to 

identify tumor and CNN gives significantly better results for 

Tumor segmentation and identification as per results 

obtained by Chen, Lele et al. [9] and Raunaq Rewari et al. 

[10]. Researchers also applied CNN for recognition of 

Carotid Plaque Composition [11], analysis of Cardiac data 

[12], left ventricle segmentation [13] and identification of 

prostate cancer [14] from MRI images.  

Convolutional Neural Network also applies to segment X-ray 

images. It has been applied for extraction of discriminative 

features [15] from X-ray images by M. Srinivas et al. and it 

delivered accurate diagnosis from chest X-ray images 

without any knowledge of previous domain as per the results 

discussed by Y. Dong et al. [16]. It has been provided more 

accurate and faster Tuberculosis diagnosis and achieved an 

85.68% classification accuracy by C. Liu et al. [17]. It has 

also been useful to segment structure of bone to assist in 

further diagnosis process as mentioned by Cernazanu-

Glavan, C et al.[18]. CNN was designed to analysis of CT 

scans that supported the screening of lung cancer [19], to 

segment anatomical structures [20] and to detect Thrombus 

[21] from CT images.   

The another wide usage of CNN is for classification of sound 

data. Many researchers classified and identified different 

types of sounds automatically by using CNN architecture. 

Examples are classification of environmental sound [22], 
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Music classification from audio [23], Lung Sound 

classification [24], Heart and Lung Sound Classification 

[25]. It has been also shown that CNN reduces the error rate 

by 6%-10% and worked efficiently for speech recognition 

tasks [26]. In the field of natural language processing, 

analysis of sentimental data plays a crucial role. CNN model 

has been applied successfully and achieved test accuracy of 

45.4% for analyse the sentimental data as shown by X. 

Ouyang, P. et al [27]. Also, sentimental analysis on Twitter 

data [28], Short Text [29] and Multimedia data [30] 

accomplished by constructing CNN. The Table 1 shows the 

several domains with research areas where researchers 

successfully applied CNN. 

Table 1. Convolutional Neural Network (CNN) Research 

Areas 

Domain Input Data 

Type 

Research Area(s) References 

Medical 

Imaging 

MRI 

Images 

Brain MRI images [6][7][8] 

Tumor 

Segmentation 

[9][10] 

Carotid Plaque 

Composition,  

Cardiac data 

Analysis 

[11][12] 

Left Ventricle 

Segmentation, 

Identification of 

Prostate Cancer 

[13][14] 

X-ray 

Images 

Features Extraction [15][16] 

Diagnosis of 

Tuberculosis 

[17] 

Segmentation of 

Bone Structure 

[18] 

CT Scans Lung Cancer 

Screening 

[19] 

Anatomical 

Structures 

Segmentation 

[20] 

Detection of 

Thrombus 
[21] 

Sound 

Analysis 

Audio Data Classification of 

Environmental 

Sound 

Classification of 

Music, 

Classification of 

Heart and Lung 

Sounds 

[22][23] 

[24][25] 

Speech 

Recognition 

[26] 

Text 

Analysis 

Sentimental 

Data 

Sentiment 

Analysis, Twitter 

Data Analysis, 

[27][28] 

[29][30] 

Short Text 

Sentimental 

Analysis, 

Multimedia 

Sentiment Analysis 

b. DEEP BELIEF NETWORK 

Deep belief network (DBN) is made up with multiple layers 

of restricted Boltzmann machine (RBM) and represents as a 

graphical model. It contains many layers of hidden variables, 

having binary values and called hidden units or feature 

detectors [31], and typically represents as a stack of RBMs. 

There exists a symmetric connections  between the top two 

layers and forms an associative memory. However, the lower 

layers consume top-down and directed connections [31]. 

Two distinct Neural Network types are contained by DBN. 

They are Belief Networks and RBM [32]. The training to the 

DBN occurs in two stages: unsupervised pretraining with 

unlabeled samples and then supervised fine-tuning with 

labeled samples [33]. Figure 2 displays the general 

architecture of DBN [34].  

Figure 2. Architecture of Deep Belief Network  

 

The noticeable use of Deep Belief Networks (DBN) is in the 

field of Natural Language Processing (NLP)[35]. It is 

complex task to process unstructured mass of text collected 

from Web. DBN has been applied for extracting attributes of 

entities with accuracy and with marginal manual interference 

[36]. In NLP, the information regarding word position plays 

an important role to analyse sentiment data. A novel 

approach used for text classification [38], incorporating 

positional information into Deep belief networks [37] and for 

categorisation of Biomedical Text [39] and gave better 

results. DBN has been also applied for classification of 

images by G. Liu et al.[40], S. Zhou  et al. [41] and P. Zhong 

et al.[42] and they achieved good accuracy.  

 

In the field of Medical Diagnosis, DBN was used to predict a 

cardiovascular risk by Kim J et al.[43] and Coronary Artery 

disease by ALTAN, Gökhan et al.[44]. Also, DBN applied as 

a classifier for ECG data with greater accuracy compare to 

the Neural Network by [44] and applied on multichannel 

EEG data to detect the likelihood of Seizure [45]. In medical 

diagnosis, CAD (computer assisted diagnosis) systems are 

designed that supports to reduce the probability of miss-

http://www.scholarpedia.org/article/Memory
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diagnosis, probably occurred due to fatigue, eyestrain, or 

lack of experience [46]. In such cases, accurate classifier is 

required and DBN was used as a classifier to diagnose the 

breast cancer by Mohamed abd el Zaher et al. [46] and for 

diagnosis of Syndrome by Guo-Ping Liu et al. [47]. In the 

area of speech recognition, the use of DBN was presented by 

[48][49][50] and observed that the usage of DBN makes the 

training process more robust and effective. The Table 2 

illustrated the several domains with research areas where 

researchers successfully applied DBN. 

Table 2. Research Areas of Deep Belief Network (DBN)  

Domain Input 

Data 

Type 

Research 

Area(s) 

References 

NLP Text Understanding 

of Natural 

Language 

[35] 

Text 

Processing 

Text Attribute 

extraction of 

Entities, 

Positional 

Information, 

Text 

Classification, 

Categorization 

of Biomedical 

Text 

[36][37] 

[38][39] 

Image 

Processing 

Images Image 

Classification 

[40][41] 

[42] 

Medical 

Diagnosis 

Statistical, 

ECG and 

EEG Data 

Prediction for 

Cardiovascular 

Risk, Coronary 

Artery Diseases 

Diagnosis, 

Seizure 

Detection 

[43][44] 

[45] 

Breast 

Cancer 

Dataset, 

Clinical 

CG 

dataset 

Diagnosis of 

Breast cancer, 

Syndrome 

Diagnosis of 

Chronic 

Gastritis 

[46][47] 

Sound 

Processing 

Speech 

Data 

Recognition of 

Speech 

[48][49][50] 

c. RECURRENT NEURAL NETWORK 

Recurrent Neural Network (RNN) is an architecture of deep 

learning that is mostly used to process sequential data. Here, 

unidirectional cycle is formed between units and unlikely of 

traditional feed-forward neural network, shows better 

performance in the area of Natural Language Processing, text 

and speech recognition [51] RNN can be constructs as depth 

as the size of the input data series. RNN is capable to 

accumulate the past information as it possesses “memory” 

and the widely used type of RNN is LSTM (Long short-term 

memory) [52]. The figure 3 represented the architecture of 

RNN [53]. 

 
Figure 3. Architecture of Recurrent Neural Network 

 

For a time sequence, Recurrent Neural Network (RNN) 

permits it to show vigorous temporal behaviour. A survey of 

applying RNN for statistical language modelling was 

presented by Wim De Mulder et al. [54]. Another researcher 

T. Ishitaki et al. [55] presented his work in the area of 

Network Security using RNN. They proposed an approach to 

design a model using RNN to detect the intrusion in The 

Onion Router (Tor) network [55]. Other distinct work has 

been presented by Malek Alaeddin [56] in the field of 

optimization problem. He showed the several applications of 

RNN to general optimization problems. In time series 

analysis, it predicts the future values of data from the 

detected sequential series of data values. B. Q. Huang et 

al.[57] applied multi-context RNN for applications that are 

based on time-series data. They measured the performance 

evaluation of this network against handwriting recognition 

and energy load forecasting which are real word applications. 

Given a dialogue context consisting of one or more 

utterances, the model must generate the next response in that 

dialogue. In the field of Natural Language Processing (NLP), 

Serban, I. et al.[58] came with a novel application of 

Multiresolution RNN to generate dialogue response. The 

proposed model generates the next response in the dialogue 

based on the given dialogue context consisting of one or 

more utterances [58]. The another noticeable use of RNN for 

handwriting recognition. Many researchers had worked in 

this area with the applications of RNN and got promising 

results as dropout improvisation in handwritten recognition 

by V. Pham et al. [59] and handwritten recognition for 

Arabic language by Graves A. [60]. In Indian context, 

Chakraborty, Bappaditya et al. [61] had applied RNN with 

Long Short Term Memory (LSTM) for recognition of online 

handwritten of Bangla language, that seems to the one of the 

difficult Indian scripts [61]. Also, the LSTM network model 

possesses “memory” that makes them capable to collect 

information for longer time presented by P. Voigtlaender et 

al. [62] and that helped them to use for handwriting 

recognition [62]. The several domains with research areas 

where researchers successfully applied RNN is depicted in 

Table 3. 

Table 3. Research Areas of Recurrent Neural Network 

(RNN)  

https://www.sciencedirect.com/science/article/pii/S088523081400093X#!
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Domain Input Data 

Type 

Research 

Area(s) 

References 

Network 

Security 

Data from 

Network 

Analyser 

User Behaviour 

Prediction 

[55] 

Optimizati

on 

Mathematica

l 

RNN for 

Optimization 

Problems  

[56] 

Time-

Series 

Analysis 

Temporal 

Data 

RNN for Time 

Series 

Applications 

[57] 

NLP Dialogue 

Context 

Multiresolution 

RNN for 

Dialogue 

Response 

Generation 

[58] 

Handwriti

ng 

Recognitio

n 

Handwritten 

Data 

Handwriting 

Recognition 

with RNN, Use 

of LSTM for 

Handwriting 

Recognition 

[59][60]  

[61] [62] 

IV. Conclusion 

The paper depicted the introduction and background of deep 

learning. The well-known deep learning architectures namely 

Convolutional Neural Network (CNN), Deep Belief Network 

(DBN) and Recurrent Neural Network (RNN) has been 

explained in the paper. Also, the paper surveyed the work of 

several researchers with their domain and research area in the 

field of deep learning. It helps researchers to explore and 

understand architectures and applications of deep learning.  
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