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Abstract— Now-a-days data mining is widely used in the medical field for analysis and diagnosis of disease. Various techniques such as 

clustering, classification, association of data mining are used to disclose unseen patterns from large number of datasets. Data mining 

techniques are applied on incompetent medical data recorded on daily basis. These techniques help to get useful information for diagnosing 

the diseases. Generally, numbers of tests are required to know the presence of a disease. In order to reduce these numbers of tests, data 

mining is utilized. In this paper, benign and malignant type of data for breast cancer disease has been used in which Benign tumour is non-

cancerous tumour and malignant is cancerous tumour. In this research, two approaches are implemented in MATLAB for disease prediction. 

The first approach is based on k-means clustering and SVM algorithm for classification algorithm. In second approach, improved k-means 

clustering algorithm and SVM algorithm is implemented. The second approach gives better performance in terms of accuracy. Accuracy of 

classification of dataset depends upon the optimization of clustering and pre-processing of dataset. 
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I.  INTRODUCTION  

Data mining concerns with the discovery of information 

from large amount of raw data. It deals with the exposure of 

unseen patterns, knowledge and new rules from large set of 

databases. It is used to convert the unstructured data into 

structured data, so that knowledge from this data can be used 

to get unknown facts and rules. Data mining is a key 

component of knowledge discovery in databases which is 

closely related to data warehouse. Data warehouse is a huge 

repository of raw data extracted from different operational 

systems. Single database referred as data warehouse has 

integrated large amount of data from multiple sources. Data 

warehouse is subject oriented, non-volatile, integrated and 

time variant. Data mining extracts knowledge from data 

warehouse. Various steps under data mining include data 

collection, data cleaning, data selection and data analysis. 

Data collection is to collect or gather data from various 

sources includes internet, organization, people etc. Data 

cleaning is to refine the collected data so that noisy and 

unwanted data can be removed. Data selection includes 

dimensionality reduction which has two methods: data 

selection and data extraction. Usually datasets contain lots of 

attributes which results in high workload during analysis. In 

order to improve the efficiency of dataset it needs to convert 

high dimensional dataset into low dimensional dataset. In 

data selection, some attributes are selected from existing 

dataset which are more relevant. In data extraction, a new 

feature set is extracted from existing dataset which is reduced 

dataset. Data analysis is to analyze the data which can be 

used to get useful patterns from raw data. Now a days, data 

mining is widely used in healthcare cooperation for exploring 

hidden patterns from dataset which is better used for disease 

prediction. Other programs of records mining encompass 

financial banking, manufacturing engineering, fraud 

detection, market basket analysis, CRM, intrusion detection, 

customer segmentation, corporate surveillance, crook 

investigation, lie detection, patron segmentation, corporate 

surveillance, crook investigation, bio-informatics and many 

more [1,2].  

Rest of the paper is organized as follows, Section II contains 

the introduction of K-means clustering algorithm and how it 

is used as dimensionality reduction, Section IV contain the 

related work of disease prediction and data mining, section V 

explains the methodology of proposed work with flow chart, 

Section VI describes results and discussions of classification, 

and Section VII concludes conclusion of this work.  

II. K-MEANS CLUSTERING 

K-means clustering is an unsupervised machine learning 

algorithm which means clustering of dataset is done without 
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any class label. The dataset is clustered into k number of 

clusters in which k must be specified by the user. Data points 

within a cluster are similar to each other and dissimilar to the 

data points of other clusters. Each cluster must contain at 

least one data point. Clustering is done by choosing k 

number of random centroids, then finding Euclidean distance 

between centroids and all the data points in dataset. 

Centroids are also known as cluster centers. Value of k must 

be a positive integer and less than the number of data objects 

in dataset. A data point is assigned to that cluster in which 

centroid has smallest distance from the data point. After all 

the data points are assigned to one of the clusters the centroid 

is recalculated by finding mean of all the data points in 

particular cluster. Again, Euclidean distance is calculated 

between centroids and data points then the reassignment of 

data points is performed. The procedure is repeated till 

identical clusters are determined [3,4]. 

 

 
 

Figure 1. Flow chart of k means clustering 

A. K-means Clustering Algorithm 

Input: Dataset with d dimensions, k value. 

Output: k clusters 

Algorithm Steps: 

Step1. Choose k initial centroids from the given dataset. 

Step2. Find Euclidean distance between each centroid and all 

the data points in the dataset using following formula. 
       

 e(ci,xj)=√(ci1-xj1)
2
+(ci2,xj2)

2
+....+(cim,xjm)

2
 (1) 

Step3. Assign each data point to the nearest cluster using 

above formula. 

Step4. New centroids are calculated after assignment of 

every data point. Centroid recalculation is done on the basis 

of mean value of all data points within a cluster. 

Step5. Step2 to 4 are repeated until no movement of data 

points are performed. 

 

B. K-means clustering as Dimensionality Reduction 

Due to hundreds of features in dataset the computation 

workload increases when this huge amount of data is 

processed. So, dimensionality reduction process can be used 

to decrease the computational workload on this data, by 

reducing the features. Dimensionality reduction is the 

process of reducing the features or attributes of dataset by 

extracting or selecting relevant features from dataset. 

Dimensionality reduction is done so that computational 

workload decreases and reduced features do not affect the 

classification results. Dimensional reduction includes two 

methods: 

1. Feature Selection: Feature selection is the process of 

selecting the relevant features from the existing dataset. 

2. Feature Extraction: Feature Selection is the process of 

extracting new features from the existing dataset by 

processing data. 

K-means clustering algorithm can also be used as 

dimensionality reduction method. In this method feature 

extraction is performed by clustering similar features into 

one cluster and dissimilar features into other clusters. Input 

to the algorithm is dataset and number of clusters. Next, 

transform the dataset into transpose matrix. Clustering is 

performed on all the features or attributes of dataset. After 

applying k-means clustering on transpose matrix, the result 

of clustering is k number of features which is reduced feature 

set [5]. 

III. SUPPORT VECTOR MACHINE 

Support vector machine is a machine learning algorithm that 

is used to classify the dataset into wide variety of class labels 

with the assist of hyper plane. Hyper plane is a line in vector 

space and a decision boundary that separates the data into 

two different types of classes. In SVM training and testing 

phase is there. In training phase, the model is trained using 

the class labels and feature values. Testing is done using this 

trained model. The hyper plane is selected on the basis of the 

margin width between two classes. The line that well 

separates two classes and has maximum vector margin is 

chosen as optimal hyper plane [6]. 

 

IV. RELATED WORK  

Dona Sara Jacob et al. intends to provide a survey on breast 

cancer prediction with various data mining techniques. They 

compare various clustering and classification algorithms 

based on confusion matrix. Comparison is done between 

eight algorithms, which are C5.0, KNN, Naive Bayes, SVM, 

k-means, EM, PAM, Fuzzy c-means. They conclude that 

classification algorithms show better results than clustering 

algorithms [7]. 
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M Mufli Muzakki et al. discovered an approach using k-

means clustering algorithm and SVM algorithm to predict 

the dengue haemorrhagic fever in Bandung Regency. Dengue 

fever is of two types, normal dengue fever and dengue 

haemorrhagic fever. Dataset of DHF is collected from health 

department of Bandung Regency. Another dataset is weather 

dataset with six attributes which is taken from BMKG. K-

means clustering algorithm is used as pre-processing to get 

high DHF and low DHF incident. To perform classification 

SVM is applied with dot kernel and radial to get accurate 

results [8]. 

Sarath Babu et al. has proposed an approach for heart 

disease prediction using genetic algorithm, k-means 

clustering algorithm, MAFIA algorithm and decision tree 

classification. Fourteen features from medical profile are 

used for heart disorder prediction. In this research work 

genetic algorithm is applied to extract the features from huge 

feature set. K-means clustering algorithm is performed on 

dataset with two features to get two clusters of high risk and 

low risk of heart disease. To figure out the most frequent 

patterns from correctly clustered dataset MAFIA algorithm is 

applied. Decision tree is applied in this paper for 

classification of heart disease which provides efficient results 

[9]. 

Mani Shankar et al. exposed a novel method for disease 

recognition based on patient‟s symptoms. They create their 

own dataset by collecting medical information from students 

of their college campus. Dataset includes students with name 

of the disease which they had suffered from along with all 

the symptoms of disease with severity rating and cure time of 

disease. Disease is recognized by calculating cut off value 

using formulae which includes all the symptoms and their 

severity score. They used reinforcement learning approach to 

predict the cure time of disease [10]. 

Naganna Chetty et al. described two approaches for disease 

prediction. In first approach data is clustered using fuzzy c 

means clustering algorithm and data classification is done 

using KNN. In second approach fuzzy c means and fuzzy 

KNN is used to perform the clustering and classification 

respectively. Both approaches are applied on PIMA diabetes 

dataset and liver disorder dataset. The results show that the 

fuzzy c means clustering along with fuzzy KNN 

classification has high accuracy than fuzzy c means 

clustering along with KNN classification [11]. 

Tejaswini U. Mane proposed a hybrid approach to predict 

heart disease using improved k-means clustering algorithm 

and ID3 algorithm on big data. In basis k-means clustering, 

centroids are randomly selected. They concluded that 

improved k-means clustering gives better accuracy in 

selecting the centroids of clusters than simple k-means 

clustering algorithm. They also learnt about various 

attributes which affects the heart [12]. 

V. METHODOLOGY 

In our work breast cancer dataset is collected from UCI 

repository with nine attributes and a class label. The dataset 

is refined by removing the tuples containing missing values. 

After refinement of dataset, feature extraction is done by 

using k-means clustering algorithm. Few limitations of K-

means clustering are, user have to assign value of k in 

advance and have to choose random initial centroids. In order 

to overcome the drawbacks of k-means clustering algorithm, 

an improved k-means clustering algorithm is discovered. To 

choose optimal value of k, the silhouette plot is used. 

Silhouette value is used in k-means clustering for identifying 

the number of clusters. Silhouette values are plotted on 2D 

plane.  

 

 

Figure 2. Flow chart of Proposed Work 

 

Silhouette value of every data point for different number of 

clusters is plotted. For different number of clusters values, 

average silhouette value of all data points is computed. To 

find the value of k, average silhouette value is calculated and 

the cluster which results the highest silhouette value is 

assigned to k. After finding the value of k, the initial 

centroids are computed by partitioning the dataset into k 

equal parts and taking the average mean value as initial 

centers. Next, apply basic k-means clustering algorithms to 

extract the features from dataset. The reduced features are 

input to the SVM algorithm which classifies the dataset into 
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benign and malignant class. The implementation of proposed 

work is performed in MATLAB platform. 

A. Data collection 

Dataset in our research is Breast Cancer Wisconsin Original 

dataset which is taken from UCI repository. Dataset contains 

nine attributes, 699 instances with some missing values. 

Dataset attributes are Clump Thickness, Cell Size, Cell 

Shape, Marginal Adhesion, Normal Nucleoli, Single 

Epithelial Cell, Bare Nuclei, Bland Chromatin and Mitoses. 

All the above attributes have values between the range 1 to 

10. Class label attribute has either benign class or malignant 

class which are represented as 2 and 4 respectively.  

 

Figure 3. Dataset with missing values 

B. Data Pre-processing 

Pre-processing is to refine the data by data cleaning and data 

reduction. Data cleaning is to clean the dataset so there is no 

missing value in the dataset. Missing values can be removed 

by either deleting the whole row which has missing value or 

filling the missing value with the average mean value of 

column. In case of a smaller number of instances in dataset 

the missing value rows are not deleted rather it fills with 

mean values. Data reduction is the process of reducing the 

data or reducing the dimensionality of the dataset by using 

the k-means clustering algorithm. Dimensionality reduction 

is essential for the reduction of computational workload on 

classifier and to achieve better results. 

 

Figure 4. Dataset with no missing values 

C. Data Classification 

After most relevant features are extracted from the dataset, 

those features are provided as input to the SVM classifier 

which builds a model using 80% of whole dataset as training 

data. Then test data which is remaining 20% of pre-processed 

dataset given as input to the model classifies the dataset into 

two classes called benign and malignant type of tumour.   

VI. RESULTS AND DISCUSSION 

In machine learning, the error rate of a training model should 

be low and accuracy should be high, in order to get a smaller 

number of misclassifications. To get better results with high 

accuracy improved k-means clustering is defined in this 

paper which extracts the correct features from given feature 

set. According to silhouette plot results, value of k is defined. 

Silhouette plot is basically used for k-means clustering for 

finding the correct value of k by calculating the silhouette 

score for each instance. The silhouette plot which gives 

highest average silhouette score for a particular cluster size is 

selected as k value. Figure 5 shows the silhouette plot for 3 

clusters. For 3 clusters the average silhouette value is 

highest, so the value of k is 3. After value of k is defined, the 

features of dataset are divided into 3 clusters using k-means 

clustering. From these three features two optimal features are 

given as input to SVM for training purpose. In figure 6 and 

7, extracted features are represented along x & y axis and 

benign tumour is represented as „0‟ and malignant tumour is 

represented as „+‟ sign.  
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Figure 5. Silhouette Plot for 3 Clusters 

 

Figure 6. Benign and Malignant tumour 

 

Figure 7. Classification of cancer dataset using SVM 

Figure 7 shows the classification of cancer dataset using 

SVM in which separation is represented by hyperplane. After 

the model is trained with SVM, a line called hyperplane is 

selected which has largest margin and drawn between two 

classes. The actual class labels are represented by „0‟ and „+‟ 

symbols but using SVM model the decision boundary 

predicts that the instances below the hyperplane are benign 

and above the hyperplane are malignant which are called as 

predicted classes. Prediction is performed under the testing 

phase with the test data. Accuracy of classifier is calculated 

by following formula: 

Accuracy (
     

           
) 

Where, TP denotes true positive results, TN denotes true 

negative results, FP denotes false positive results and FN 

denotes false negative results. True positive results are the 

number of positive instances which are correctly predicted by 

the classifier. True negative results are the number of 

negative instances that are correctly predicted by the 

classifier. False positive results are the number of negative 

instances which are incorrectly predicted as positive 

instances by the classifier. False negative results are the 

number of positive instances which are incorrectly predicted 

as negative instances by the classifier.  

VII. CONCLUSION 

In this paper, improved k-means clustering algorithm and 

SVM classification algorithm has been proposed for breast 

cancer disease prediction. The proposed work incorporates 

improved k-means clustering algorithm for dimensionality 

reduction to extract attributes. On the contrary, simple k-

means clustering algorithm takes user defined k value in 

clustering and selection of initial clusters are random. In 

improved k-means clustering algorithm, value of k is defined 

by using silhouette plot. The results of SVM algorithm using 

improved k-means clustering gives more accuracy as 

compared to simple k-means. 
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