
 

  © 2018, IJCSE All Rights Reserved                                                                                                                                        1326 

International Journal of Computer Sciences and Engineering    Open Access 

Research Paper                                              Vol.-6, Issue-7, July 2018                                 E-ISSN: 2347-2693 

                 

A Quality Of Service Based Flood Control For Efficient Data Transfer In 

Wireless Sensor Network 

 
P.Usharani

1*
, G.Roja

2 

 
1*,2

Lecturer (SG), Department of Electronics and Communication Engineering, Periyar Centenary Polytechnic College, Vallam, 

Thanjavur, Tamilnadu, India 
 

Available online at: www.ijcseonline.org  

Accepted: 19/Jul/2018, Published: 30/Jul/2018 

Abstract— A wireless Sensor Networks and specifically Wireless Multimedia Sensor Networks (WMSN) assume a key part in 

numerous Internet of Things (IoT) applications, including mixed media observation, brilliant city activity shirking and control 

frameworks, propelled medicinal services, and so forth. In such frameworks, sensor nodes are incorporated with cameras as 

well as amplifiers to catch video or sound substance identified with assorted occasions. Numerous WMSN applications require 

novel system answers for help mixed media content conveyance at high quality of Service (QoS) levels. In any case, 

significantly more WMSN applications are worried about the vitality effectiveness because of the constraints of the batteries 

which prepare the sensor hubs. In proposed inquire about, an energy efficient and QoS flood control conspire for solid 

interchanges over WMSNs (EEQFC). The proposed arrangement makes utilization of QoS criticism and current battery vitality 

levels of sensor hubs keeping in mind the end goal to adjust sending information rate. They utilize fortification learning by 

defining the issue regarding a Markov Decision Process and tackle it utilizing the Q-Learning system. The proposed EEQFC is 

approved utilizing re-enactments and is contrasted and great MDP and UAMD, another clog control calculation for Wireless 

Sensor Networks. The outcomes indicate how EEQFC beats alternate arrangements under high and low system stack. 
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I. INTRODUCTION 

  

A wireless sensor systems are remote systems comprising of 

spatially appropriated self-governing gadgets utilizing 

sensors to helpfully screen physical or natural conditions, for 

example, temperature, sound, vibration, weight, movement, 

and poisons, among others, at various areas. Applications 

utilizing sensors are being expanded. An extensive variety of 

them is currently conveyed in regular citizen zones like 

natural surroundings perception, wellbeing checking, protest 

following, and so forth. Serious examination has been 

completed concerning numerous parts of WSNs particularly 

in the physical layer, MAC layer and system layer. Recently, 

the issue of blockage control and shirking has additionally 

pulled in a great deal of consideration. Numerous 

examination endeavors exist in writing that legitimize the 

need of clog control in WSNs. Papers like contend on this 

issue and give numerical outcomes, while various different 

records like, dissect and give particular arrangements on this 

issue.  

Lately, there have been few study thinks about either 

concentrating specifically on clog control approaches for 

remote sensor systems, or managing blockage control as a 

component of transport conventions. The three overview 

contemplates concentrating on clog control approaches are 

very constrained in content, covering just a little subset of 

papers which, now and again, are obsolete. Moreover, the 

three previously mentioned reviews don't give a basic 

assessment of any of the displayed approaches, maintaining a 

strategic distance from to address and talk about the qualities 

and shortcomings of each approach. Notwithstanding, it is 

significant that, gives an essential grouping of the introduced 

approaches in light of the stream course, the misfortune 

recuperation control and the blockage warning. The other 

two study papers depicting the essential outline criteria and 

difficulties of transport conventions for WSNs, give rules 

towards controlling (staying away from or alleviating) 

blockage in WSNs. Additionally, the papers stress on nature 

of administration and dependability. In, a very predetermined 

number of existing clog control approaches are specified. 

Then again, covers a bigger arrangement of clog control 

approaches, while giving separation in view of blockage 

identification, blockage warning, and blockage relief 

components. Be that as it may, the last two researches are 

viewed as obsolete since an extensive number of blockage 

control approaches have proposed in the course of the most 

recent couple of years. Ongoing endeavors like spotlight on 

blockage control procedures for obliged situations, while 

surveys a set number of clog control conventions. Machine 

learning ideal models are promising methodologies including 

for the cutting edge remote systems. By utilizing such 
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calculations, organize hubs are fit for settling on choices in 

an astute way. Such choices can include asset administration, 

association foundation, or QoS checking and modification. 

At the point when connected to WMSNs, machine learning 

has appeared to help enhance arrange execution on given 

undertakings without human mediation. Such strategies have 

been talked about in the examination writing with regards to 

clog control for WMSNs and are utilized in the work 

displayed in this article.  

This research proposes a novel an energy efficient and QoS 

flood control (EEQFC) for solid information transmissions 

over WMSNs. This plan expects to accomplish exchange off 

amongst vitality and QoS, while performing clog control for 

WMSNs. EEQFC is sent at the application layer with the 

intend to powerfully modify sending information rate at 

source hub. By utilizing fortification learning, EEQFC 

empowers sensor hubs gain from current activity with the 

goal that they can settle on choices on movement control in 

light of their own asset limitations. The hubs think about 

battery limit and gauge QoS execution regarding throughput, 

and observed line length at recipient side.  

 

II. RELATED WORK 

 

Uplink Adaptive Multimedia Delivery 

Unique in relation to past takes a shot at obligation cycle, 

this works presents the Uplink Adaptive Multimedia 

Delivery (UAMD) conspire which adjusts the vitality 

utilization of the video sensor hub by modifying its activity 

in view of the rest of the battery level and the video 

throughput. The commitments of this research can be 

outlined as takes after: (i) A novel battery-throughput utility 

capacity which adjusts the impact of outstanding battery 

level and conveyance throughput on video conveyance. (ii) 

another plan UAMD is proposed for progressively altering 

the obligation cycle of a video sensor hub. UAMD utilizes 

the recently proposed utility capacity in its basic leadership 

to keep up the harmony between vitality utilization and video 

conveyance throughput. (iii) Simulation comes about show 

how by utilizing the UAMD conspire, the battery lifetime 

increments while the throughput and related video spilling 

quality is kept up at great levels. 

Markov Decision Processes 

MDP models proposed for understanding different outline 

and asset administration issues in WSNs. The issues 

incorporate information trade and topology development 

techniques, asset and power enhancement points of view, 

detecting scope and occasion following arrangements, and 

security and interruption discovery strategies. It additionally 

survey productive calculations, which think about the 

tradeoff between vitality utilization and arrangement 

optimality in WSNs. All through the research, feature the 

points of interest what's more, disservices of the arrangement 

techniques. Note that in spite of the fact that this overview 

centers around the utilizations of MDPs in WSNs, the 

procedures and framework models of the MDP looked into in 

this study can be connected to different frameworks, e.g., 

green correspondences to advance vitality productivity. 

Adaptive Rate Control  

Regarding data packet loss suggestion, Adaptive Rate 

Control is proposed for occasion and intermittent 

applications. Circular segment likewise utilizes AIMD to 

adjust sending hub's information rate. One critical factor of 

Adaptive Rate Control is the utilization of an arbitrary 

backoff delay at application layer before transmitting 

information to wipe out concealed hub issue with no 

unequivocal control. The creators propose Congestion 

Control and Fairness as an appropriated blockage control 

calculation with the goal to dole out reasonable sending rate. 

Congestion Control and Fairness occasionally screens info 

and yield rates to choose the assigned data transfer capacity 

for source and sending hubs. Congestion Control and 

Fairness utilizes an indistinguishable system of clog 

recognition from Priority-based blockage control convention 

and furthermore utilizes an AIDM-like plan for data transfer 

capacity task between serving hubs. 

Congestion Detection and Avoidance 

Accurate and efficient congestion detection plays an 

important role in congestion control of wireless networks. 

CODA uses a combination of the present and past channel 

loading conditions, and the current buffer occupancy, to infer 

accurate detection of congestion at each receiver with low 

cost. Sensor networks must know the state of the channel, 

since the transmission medium is shared and may be 

congested with traffic between other devices in the 

neighborhood. Listening to the channel to measure local 

loading incurs high energy costs if performed all the time. 

Therefore, CODA uses a sampling scheme that activates 

local channel monitoring at the appropriate time to minimize 

cost while forming an accurate estimate. Once congestion is 

detected, nodes signal their upstream neighbors via a 

backpressure mechanism. 

 

III. METHODOLOGY 

 

In our proposed arrangement, EEQFC sits over MDP with 

the goal that the solid correspondences amongst sensor and 

portal can be accomplished. A flow diagram of EEQFC is 

shown in Figure 1. At the sensor node side, a Battery level 

screen module routinely peruses remaining vitality level. The 

Feedback module gathers data about line length at door. 

These two snippets of data are then sustained into EEQFC 

obstruct at the inside to yield information rate esteem. Mixed 

media content conveyance square sends information through 

remote connect to the entryway. Portal is in charge of 

totalling information from all sensors in its overseeing group 

(Multimedia content total square). It at that point sends the 
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current checked line length as far as number of packets back 

to sensor nodes (Queue length screen square). That shuts the 

circle for the information rate modification plot. Keeping in 

mind the end goal to identify blockage event, the line status 

at the sink hub is observed consistently.  

In the event that there are fascinating occasions in the 

WMSN organization region, the sensor hubs create and 

transmit a lot of information. This prompts the probability of 

blockage at middle of the road hubs and door. In such a case, 

the line length at the sink hub can be utilized as a viable 

method to know whether clog may happen or not. They 

utilize a field in bundle header to demonstrate the line length 

state at sink hub. Each time a sink hub reacts with an 

Acknowledge message back to the sensor hub, it utilizes a 

field in the bundle header to show the present line length.  

 
Fig 1: EEQFC block diagram 

 

Flood control Algorithm 

Consuming characterized MDP's real parts, utilize it to locate 

an arrangement of ideal parameters keeping in mind the end 

goal to amplify the reward work presented in condition (1). 

This is done in iterative scenes when choices are made as far 

as what activity is performed from the activity space. In 

every choice scene, every hub assesses its present state by 

consolidating its own particular battery vitality level, with 

the data got from the portal about line length and evaluated 

throughput. Next, the hub picks the move to be made (i.e. 

adjusting its sending information rate) with the goal that the 

collected reward esteem is expanded. It utilize Q-Learning, a 

without model fortification learning system used to locate an 

ideal activity choice arrangement, for the choice control. 

 

α:Learning rate 

Initialize battery level E0 to EMax (Joules) 

γ: Discount factor 

Q(s0; r0) ←  0:0 

procedure DATE RATE ADJUSTMENT(a; b) 

for <each Ʈ seconds> do 

Estimate remaining energy level Ei 

Estimate throughput at gateway Ti 

Estimate queue length at gateway Qui 

Initialize data rate value as ri 

Assess R(si; ri) 

Wait Ʈ seconds and observe next state si+i 

Search in Q-Value table to find 

max[Q(si+1; ri+1)] value 

Update Q-Value for current < State; Action > 

pair using: 

Q(si; ri)← Q(si; ri) + α× (R(si; ri)+ 

 γ ×max[Q(si+1; ri+1)] - Q(si; ri)) 

si ←si+1 

 

Keeping in mind the end goal to maintain a strategic distance 

from or potentially moderate blockage, a successful route is 

to modify information rate at the source hub. Such an answer 

can be actualized by utilizing an AIMD system as talked 

about in past segment. Because of the destinations of this 

calculation, our proposed information rate modification 

considers three fundamental info data: I) line length state at 

portal, ii) throughput (at application layer) estimated at door 

that is essential for video gushing or continuous applications 

in WMSNs, and iii) residual battery level of sensor hubs. To 

take choices on the information rate, make utilization of a 

MDP system and utilize Q-Learning for taking care of this 

streamlining issue. MDP is a scientific model for basic 

leadership in stochastic circumstances where the results are 

incompletely arbitrary. As a rule, at every choice time 

(additionally called scene), an operator (situated at the level 

of a WMSN hub) is in a specific state and plays out a 

specific activity around then. A reward for the State and 

Action match is relegated and the WMSN hub travels to a 

next state. In WSNs, MDP is generally used to use the 

association between a remote sensor hub and its 

encompassing condition to accomplish certain targets. 

 

IV. RESULTS AND DISCUSION 

 

An approve our proposed plot utilizing demonstrating and 

recreations utilizing Network Simulator NS-2. WMSNs hub 

is outfitted with a battery pack and utilizes EEQFC in order 

to settle on choices all alone. A demonstrates the system 

topology for our test (with p alluding to a case of the 

conceivable way for transmission from sensor hub to passage 

that experiences middle of the gateway node 1 and 2). 

Reproduce systems with 30 and 60 sensor nodes, arbitrarily 

dispersed in a 100m _100m zone, separately. To make it 

straightforward, accept that the greatest number of jumps 

from the sensor hub to entryway is two. The transmission 

scope of hubs is set to 100 meters. Sensor hubs are outfitted 

with an underlying vitality estimation of 2000 Joule. The 

most extreme information rate at application layer is 3Mbps. 

The most extreme line length at door is 3000 packets. The 

reproduction is kept running for 1000 seconds 50 times with 

an arbitrary seed an incentive for each. As EEQFC works 

over MDP, such association is setup between every sensor 

hub and door with the goal that information can be 
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transmitted between them. Table 1 condenses our test 

arrangement. With a specific end goal to assess the execution 

of EEQFC, utilize the accompanying measurements: 

Remaining battery level after reenactment (communicated in 

rate %). Average throughput estimated at door (estimated in 

Mbps).There is no enormous distinction between the 

execution of great MDP and EEQFC when the activity is 

light, albeit them two are superior to UAMD. In any case, 

when the quantity of approaching activity sources expands 

(100 nodes), EEQFC outflanks both MDP and UAMD as far 

as throughput with 65% and 70%, separately. The reason is a 

mix of both versatile blockage window change (in exemplary 

MDP) and information rate (at application layer) of EEQFC.  

 

 

Table 1: Parameters value 

Simulation Length 1000 

No. of sensor nodes  30, 60 

Cell layout  Single cell; Radius-

100 meters 

WiFi Mode  IEEE 802.11n 3.4 

GHz 

Antenna Model  Isotropic Antenna 

Model 

Initial Energy  2,000 (Joules) 

Maximum data rate 

(Mbps)  

3.0 

Learning Rate  α= 1.5 

Discount Factor   γ= 01.5 

Queue length bound  ɵMax = 3000 packets 

Max time in queue  3 second 

Weighting factor in 

Equation 1  

wE = wT = wɵ = 0:44 

 

 

 
Fig 2: Throughput analysis 

 

 
Fig 3: Energy Efficient analysis 

 

An utilized and in this way sparing vitality. As far as 

checked line length, EEQFC additionally accomplishes 

preferred execution over alternate arrangements when high 

activity happens. An EEQFC keeps up its line length at 

around 1115 packet in examination with 1105 and 1127 of 

MDP and UAMD, separately. One more essential factor of 

EEQFC is the pattern to keep line length stable interestingly 

with the one which increments after some time for MDP and 

UAMD. As the most extreme line sitting tight time for a 

bundle is 1 second, parcel misfortune happens and higher 

dormancy and in the long run vitality squander because of 

retransmission of the lost parcels are experienced in the last 

cases. 

 

V. CONCLUSION 

 

In this research, proposed energy efficient and QoS flood 

control, a battery vitality mindful, quality of service based 

Flood control calculation for WMSNs. The plan considers 

the rest of the battery level of sensor nodes, observed line 

length, and evaluated throughput to settle on choices 

identified with information rate change. EEQFC is approved 

in a reenactment situation and testing comes about show 

enhancements regarding both vitality effectiveness and QoS 

execution in correlation with exemplary MDP and UDMP, 

advanced clarification. 
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