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Abstract- This research study focuses on a comparative study of various clustering algorithms for the performance evaluation 

of large datasets. Analysis of large datasets is required for effective knowledge discovery. Use of data mining, machine 

learning techniques are often being used to refine of larger datasets. Traditional approach of processing of large datasets is 

inefficient and needs to consider the fast processing parallel environment to enhance the performance. This study has emphasis 

on four clustering algorithms, K-Means, Wards, PAM and CLARA to study performance on larger dataset of GeoJson format 

and CSV formats. Statistical techniques Medoid and Centroid are used for experimental work with different sample sizes to 

measure the performance of algorithms. Experimental work is carried out using R programming on Azure cloud for parallel 

computing with HDInsight Cluster. This research study provide evidence that the algorithm CLARA shows constant Medoid 

computations for different sample sizes compare to algorithm PAM and K-,Means. Silhouette widths of the algorithms 

CLARA (0.41) and Silhouette width of PAM (0.36) indicates well defined clusters are present in CLARA. 

Performance of these algorithms is effectively enhanced by reducing the time of DBSCAN by 45.72%, K-means by 99.95% 

and CLARA by 99.96% in comparison with Ward‟s Algorithm for larger datasets using parallel processing environment. 

 

Index Terms- Azure, CLARA, Clustering Algorithms, GeoJson dataset, PAM, R Studio, Ward‟s Method. 

 

I. INTRODUCTION 

 

In the field of data sciences, clustering of data is always an 

essential aspect. Clustering refers to the technique of 

grouping data points into one or more clusters. 

Unsupervised learning method is mostly used for statistical 

analysis [1]. 

The idea behind grouping is, all the elements belonging to a 

group should exhibit similar properties, where elements 

belonging to different groups exhibit clear, distinguishable 

features that separate them from each other. Such elements 

should possess dissimilar characteristics. Computation of 

medoid / centroid is one of the key roles of a clustering 

algorithm. Centroids are arithmetic mean of the observations 

whereas medoids are member of a cluster and their average 

dissimilarity with other members of that cluster are minimal. 

Medoids are similar to means or centroids, but they are 

always linked to the member dataset. 

Clustering algorithms are divided into following four 

categories based on the logic of clustering of objects.  

i. Connectivity-based clustering (hierarchical 

clustering - Wards) 

ii. Centroid-based clustering (K-Means, K-Medoid) 

iii. Distribution-based clustering (GMM) 

iv. Density-based clustering (DBSCAN, OPTICS).  

This research paper focuses on some of the popular 

clustering algorithms and their implementation on a large 

size dataset.  

 

It is been observed by past researchers that traditional 

clustering algorithms, designed for limited size data, 

perform very poorly on large scale data [2].  Here we are 

trying to implement and compare below given algorithm for 

their performance and their time complexity based on 

parallel computing environment, using Microsoft Azure [2]. 

Section I gives brief introduction of clustering algorithms 

used for this study. Section III presents various 

methodologies and past research work done for clustering 

algorithms. Section IV describes experimental work and 

outcome of the survey. Section V describes tabular and chart 

description of the experimental outcome whereas conclusion 

is covered in section VI. 

 

II. METHODOLOGY REVIEW 

 

Clustering Algorithms considered for this paper are listed 

below.  

 

A. DBSCAN 

DBSCAN stands for - Density-Based Spatial Clustering of 

Applications with Noise. : Algorithm starts with random 
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unvisited data point. All data points near to this point are 

classified as neighborhood points. Nearness is defined by a 

specific distance variable, termed as „epsilon‟. Another 

variable to define minimum number of points called MinPts 

is also required for the algorithm.  To start the clustering 

process, MinPts number of data points are considered. The 

first data point will be considered as member of cluster or 

noise. In any case, this data point will be termed as visited. 

All data points with the distance epsilon will be marked this 

way and the process goes on until all data points are labelled 

within the distance epsilon. On completion of this process, 

algorithm starts with a new unvisited point leading to find a 

new cluster or a noise data point. This algorithm works 

towards identifying the dense region in the data. 

Advantages: Pre definition of number of clusters is not 

required in DBSCAN 

Limitations: This algorithm does not work well for clusters 

of varying densities. Also, defining epsilon and MinPts 

becomes difficult with large amount of data. 

  

B. Wards Algorithm 

Wards Algorithms: Wards algorithm looks at 

hierarchical cluster analysis as an analysis of variance 

problem, instead of using distance metrics or measures of 

association. This algorithm starts with all data items, 

clustered individually. Initially in the algorithm, n - 1 

clusters are formed, one of size 2 and the remaining of size 

1. sample units are combined into a single large cluster of 

size n. Conceptually the method uses I) Error Sum of 

Squares or ii) Total Sum of Squares or iii) R-Square method 

to determine whether the given element belongs to its 

assigned cluster or not[1, 2]. 

 

Error Sum of Squares: The ESS is the sum of the squares of 

the differences of the predicted values and the mean value of 

the response variable 

ESS  ∑ i∑ j∑ k|Xijk-xik̅̅ ̅|
 
   (1) 

 

where i, j, k =1, 2, 3.....n are the dimensions of data 

 

Total Sum of Squares: The TSS is the sum of the squares of 

the differences of the actual values and the mean value of 

the response variable 

 

TSS  ∑ i∑ j∑ k|Xijk-xk̅|
 
   (2) 

 

where i, j, k =1, 2, 3.....n are the dimensions of data 

 

R-Square: The coefficient of determination R is the ratio of 

ESS to TSS 

 

R    
ESS

TSS
    (3) 

 

Distance matrix in hierarchical clustering can be computed 

using several methods. The different methods are single-

link, complete link, average link, centroid link, and Ward‟s 

method. Single-link distance between clusters is computed 

as the distance between the two closest elements of the 

clusters. The complete-link distance between clusters is 

computed by the distance between the most distant elements 

of the clusters. The average-link distance between clusters is 

computed by the distance between the averages of all 

pairwise distances between clusters. The centroid-link 

distance between clusters is computed by the distance 

between the centroids of the two clusters. Ward‟s Method to 

define the distance between clusters is computed by the 

difference between the variance of the two clusters [4]. 

Advantages: This algorithm works on entire dataset with 

mathematical computations of dissimilarity among data 

items. It provides different methods for calculating distance 

matrix. Distance matrix gives clear measure of dissimilarity 

among data items.  

Limitations: Ward‟s algorithm shows poor computation time 

performance. Major execution time and space requirement 

over calculation of distance matrix 

 

C. CLARA 

CLARA (Kaufmann and Rousseeuw in 1990) stands for 

Clustering Large Applications. It is an obvious way to 

cluster larger datasets. Instead of finding medoids for the 

entire data set it draws a small sample from the data and 

applies the PAM algorithm to generate an optimal set of 

medoids for the sample. The quality of the resulting medoids 

is measured by the average dissimilarity between every 

object in the entire data set and the medoid of its cluster [5]. 

If the sample is representative, the medoids of the sample 

should approximate the medoids of the entire dataset. 

To improve the approximation, multiple samples are drawn 

and the best clustering is returned as the output .The 

clustering accuracy is measured by the average dissimilarity 

of all objects in the entire dataset. 

Advantages: Due to sampling logic, this algorithm is ideal 

for large datasets [5]. 

Limitations: Sampling technique may be inefficient in case 

of largely dissimilar dataset [6]. 

 

D. PAM 

PAM stands for Partition Around Medoids. The pam-

algorithm is based on the search for k representative objects 

or medoids among the observations of the dataset. These 

observations should represent the structure of the data. After 

finding a set of k medoids, k clusters are constructed by 

https://en.wikibooks.org/wiki/Data_Mining_Algorithms_In_R/Clustering/CLARA
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assigning each observation to the nearest medoids. The goal 

is to find „k‟ number of representative objects which 

minimize the sum of the dissimilarities of the observations 

to their closest representative object [7]. 

Advantages: Algorithm possesses faster computations  

Limitations: PAM algorithm is not suitable for large datasets 

 

E. K-Means 

This is the oldest algorithm used in data sciences.  It starts 

with some random k number of Centroid data points. For all 

data points in the given data set, the nearest to centroid are 

checked. For finding the nearest centroid, some 

measurement technique, for ex Euclidian / Cosine Distance 

is used  

Next, for every centroid, recalculation is done.  New 

centroid is moved to the average of all data points assigned 

to that centroid. This process is repeated until centroid stops 

changing its value [5]. 

Advantages: K means is the simplest algorithm and it is very 

easy to implement. Algorithm is fast because of lesser 

computations  

Limitation: Consistency is affected as centroids are chosen 

randomly [6]. 

 

Also, based on logic of the algorithm, clustering algorithms 

are further subdivided into categories given below 

 

Table 1: Categories of clustering algorithm 

 

Type of Clustering  Algorithm 

Partition Based k-Means, k-Medoids, 

PAM,CLARA 

Hierarchical Clustering Wards Method 

Fuzzy Clustering Fuzzy c-Means 

Density Based Clustering DBSCAN 

Hybrid Clustering Hierarchical k-means, HCPC 

 

Outcomes of all these algorithms are based on the respective 

dataset used for experiments. For example, performance of 

k-means clustering is better over hierarchical clustering [9]. 

For the iterative clustering algorithms, limiting the iterations 

in bisecting K-means leads higher efficiency while 

maintaining clustering quality [10] 

For the larger dataset computations, parallel execution is 

required. Cloud computing is the proven tool for the same. 

Many cloud services are available in the market, out of 

which Microsoft Azure is chosen for the experiments 

described in this paper. Increasing number of Hadoop 

clusters in the HDInsight azure Cloud increases the 

performance of algorithm with respect to its time complexity 

[11]. 

III. EXPERIMENTAL WORK 

Four different datasets are used in the experiment.  

The first dataset used for the computation time comparison 

in the research is the freeware dataset available on 

“Chicago Data Portal”. Approximate size of dataset is 2.20 

GB. After cleansing and preparation phase, reduced data 

size is 250 MB. This dataset contains 6782766 number of 

records showing type of crime, Latitude and Longitude of 

the location, which is used for clustering. 60000 records 

are considered for experiment, at the largest where the 

distance matrix size is computed around 1799970000 

elements, equal to 14.6 GB. 

Two more datasets used are in the format GeoJson 

(Geographic – JavaScript Object Notation). GeoJson is an 

open standard format for encoding a variety of geographic 

data structures [15]. The objects in the dataset are in the 

format of type, geometry, Coordinates and properties. All 

of the above datasets contain 3 variables, 1 categorical and 

2 numerical. Numerical variables indicate Longitude and 

Latitude of the location mentioned in the observation [16].  

Fourth dataset is of randomly generated numbers with 

large deviation.  

Datasets used for this experiment are summarized as follows 

 

Table-2:  Data set with different size and format 
Dataset Format 

of 

dataset 

Size in 
MB / 

GB 

Number 
of 

Records 

Number 
of records 

after data 

cleaning 

Crimes_-
_2001_to_present 

CSV 2.20 
GB 

6800000 6782766 

Crime_Incidents_in_2009 GeoJson 20MB 93852 93852 

Invasive_Species GeoJson 7 MB 2700 2700 

randomsample CSV .2 MB 10070 10070 

 

R Studio release 3.5.3 is used for experiments on local 

machine whereas Microsoft Azure HDInsight cloud web 

service portal is used to perform clustering on larger amount 

of data. Azure HD Insight is a Hadoop service offering 

hosted in Azure that enables clusters of managed Hadoop 

instances.  Azure HDInsight deploys and provisions Apache 

Hadoop clusters in the cloud, providing a software 

framework designed to manage, analyze, and report on big 

data with high reliability and availability. Azure HD Insight 

uses the Hortonworks Data Platform (HDP) Hadoop 

distribution [11].  

For Azure storage, datacenter is located at Central India, 

with storage account name „chic-storage.  Hadoop 

HDInsight cluster of different core sizes such as 4cores and 

8 Cores are used for the experiment [17]. 

For computing time taken for clustering the dataset, actual 

time required for execution of the algorithm is noted. There 

are three parameters for time measurement of execution of 

an algorithm. „User CPU time‟ gives the CPU time spent by 

the current and "system CPU time‟ gives the CPU time 

spent by the kernel of the operating system on behalf of the 
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current process. „Time Elapsed‟ is the total of User Time 

and System Time. 

The performance of the algorithms are evaluated on the 

basis of Medoids. According to the definitions.net, medoid 

is defined as representative objects of a data set or a cluster 

with a data set whose average dissimilarity to all the objects 

in the cluster is minimal. Medoids are similar in concept to 

means or centroids, but medoids are always members of the 

data set. The term is used in computer science in data 

clustering algorithms.  

Silhouette analysis [18] is also used to study the 

dissimilarity distance between the resulting clusters. The 

silhouette plot displays a measure of how close each point in 

one cluster is to points in the neighboring clusters and thus 

provides a way to assess parameters like number of clusters 

visually. This measure has a range of {-1 to 1} [19]. 

Silhouette coefficients (as these values are referred to as) 

near +1 indicate that the sample is far away from the 

neighboring clusters. A value of 0 indicates that the sample 

is on or very close to the decision boundary between two 

neighboring clusters and negative values indicate that those 

samples might have been assigned to the wrong cluster [19]. 

For measuring and comparing the performance, algorithms 

CLARA, PAM are executed on different sample sizes and 

the medoids computation is recorded. In the said 

experiment, medoids consistency for different sample sizes 

is compared for different types of datasets. Sample sizes 

considered vary from smallest to largest possible. 

 

IV. RESULTS DISCUSSION AND INTERPRETATION 

The outcome of the research work on the basis of 

experiments can be presented as below in Table-3 

For Execution time Analysis 

In case of hierarchical clustering, distance matrix 

computation is the task of highest time complexity [20]. 

To reduce the time required, parallel execution is opted for 

larger dataset. Experimental results are shown in the 

following tables 

Table-3: Distance Matrix Computation for Wards 

Algorithm: 

Size of Dataset – 

Number of 

Records 

Number of nodes 

for computation 

Time required 

in Seconds 

Sec. 

20000 Standalone 289.58 

20000 4 Nodes  10.013  

60000 Standalone Could not 

compute 

60000 4 Nodes 92.993  

 

 
Figure 1 Distance Matrix computation time comparison

  

Table-4:  Different Linkage methods of Wards Algorithm 

and their execution time. 

Wards Linkage 

Method 

User 

Time 

(sec) 

System 

Time 

(sec) 

Elapsed 

Time 

(sec) 

complete 47.476 3.374 50.836 

average 48.899 3.301 52.185 

ward 50.062 3.273 53.32 

ward.d2 50.68 3.302 53.967 

 

 

 
 

Figure 2: Comparison of execution time of various linkage 

methods in Wards Algorithm 
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Table-5:  Partition and Density based Algorithm time 

analysis 

Method 

User 

Time 

(sec) 

System Time 

(sec) 

Elapsed 

Time(sec) 

Reducti

on in 
time 

with 

respect 
to 

Wards 

Method 

DBSCAN 25.62 2.921 28.536 
45.72% 

K means 0.027 0 0.026 
99.95% 

CLARA 0.018 0 0.018 
99.96% 

To analyze performances of K means, PAM and CLARA 

algorithms, centroid and medoid computations are 

performed for the variable „Latitude‟ and „Longitude‟ in the 

dataset. Outcome of CLARA algorithm is tested for three 

different sample sizes.  

 

Table-6:  Centroid and Medoid computation of based on 

variables „Latitude‟ and  „Longitude‟ for different sample 

sizes of CLARA , algorithm PAM and k-means where 4  

clusters are formed with below centroid/medoid for the 

dataset GeoJson Dataset with  2700 records. 

 

Kmeans 

Centroid 

PAM -

Medoid 

CLARA 

Medoid 

with 

sample 

size 20 

CLARA 

Medoid 

with 

sample 

size 1000 

CLARA 

Medoid with 

sample size 

2500 

23.2 14.7245 20 14.72842 14.72509 

43.33 43.2272 43.2048 43.2272 43.22664 

-102.75 -122.55 -122.2 -122.553 -122.5513 

8.214 -73.183 -73.371 -73.187 -73.18277 

     

 

 
Figure 3: Centroids and Medoids comparison with different 

sample sizes. 

Centroid and Medoid computation of based on variables 

„Latitude‟ and  „Longitude‟ for different sample sizes of 

CLARA , algorithm PAM and k-means where 4  clusters are 

formed with below centroid/medoid for the dataset GeoJson 

Dataset with  93852 records 

 

Kmeans 

Centroid 

PAM -

Medoid 

CLARA 

Medoid 

with 

sample 

size 

1000 

CLARA 

Medoid 

with 

sample 

size 2500 

CLARA 

Medoid 

with 

sample size 

15000 

76.97547 5 5 5 5 

38.9 9 9 9 9 

6.67 3 38.9 38.9 38.9 

-77.035 6 -77 -77.01 -77.01 

 

Table-8:  Silhouette comparison in PAM and CLARA for 4 

clusters for the GeoJson Dataset of 93852 records 

 

PAM  CLARA 

Medoid 

with sample 

size 100 

CLARA 

Medoid with 

sample size 

2500 

CLARA Medoid 

with sample size 

15000 

0.36 0.41 0.41 0.41 

 

Silhouette comparison shows the neighboring cluster of a 

data element for which the average dissimilarity between its 

observations and neighbor cluster is minimal.  Higher 

Silhouette value indicates higher dissimilarity [21-23]. 

Silhouette width can be defined as 

 

 ( )  
 ( )  ( )

    ( ( )  ( ))
    (4) 

 

Where a(i) = average dissimilarity between i and all other 

points of the cluster to which i belongs, b(i) = dissimilarity 

between i and its neighbor cluster. 

 

 
 

Figure-4: Sample Silhouette plot for sample size 100  

Silhouette width = 0.41 
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Figure 5- Sample Silhouette plot for PAM 

Silhouette width = 0.36 

 

V. CONCLUSION 

Parallel computation on Azure platform reduces the 

computation time by 94.5 % in case of hierarchical 

algorithm applied on dataset of 20000 records. The major 

task in hierarchical algorithm computation is calculation of 

distance matrix. Parallel computation computes it 

effectively with reduction of 92.99% for large dataset of 

60000 records that increases efficiency of hierarchical 

clustering algorithm. Irrespective of sample size, CLARA 

works consistently with small/large GeoJson dataset as 

well as CSV dataset. PAM does not show consistent 

medoid computation when applied on larger datasets.  

Silhouette widths comparison of PAM (0.36) and CLARA 

(0.41) shows higher dissimilarity for CLARA which 

indicates well-formed clusters, even for large datasets. 
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