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Abstract— Decision trees, logistic regression and support vector machine are very popular algorithms for predicting the 

customer churn with comprehensibility and well-built predictive performance and. Regardless of the strengths they are having 

flaws, decision trees having problem to handle the linear relations among the variables, logistic regression is having difficulties 

to handle interaction effects among the variables, and support vector machine performs marginally better than logistic 

regression. Consequently a new hybrid algorithm named as support leaf model (SLM) was proposed to classify the data. The 

idea following the support leaf (SLM) is that implementation of different models on segments of the data gives better 

predictive performance rather than on the entire dataset, the comprehensibility is maintained from the models which are 

constructed on the leaves. The SLM consists of two phases, one is segmentation phase and another one is prediction phase. In 

first stage by using decision tree the customer segments are identified and in the second stage a model is created for every leaf 

of the tree. To measure the predictive performance area under the receiver operating characteristics curve (AUC) and top decile 

lift (TDL) are used. Based on the performance metrics AUC and TDL, logit leaf model (LLM) works well when compared 

with support leaf model (SLM). 
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I. INTRODUCTION 

In a time of increasingly saturated markets have an increased 

competition among different companies; loss of customers is 

the real problem [1], [2]. Therefore the companies have to 

get a clear idea about the past information of each and every 

customer. The models are created based on existing customer 

data, these are the important assets to predict the customer 

churn [3]. Identification of customers who shows high 

preference to move or leave the company or predicting the 

customer churn plays a major role [3], [4].  

 

From previous research customer churn can be tackled in two 

different angles [5]. Firstly, researchers mainly focused on 

improving the models for predicting the customer churn, in 

which many complex models have been developed and 

proposed to boost the predictive performance [6]. Secondly, 

researchers want to recognize the important factors of 

customer churn [7].  

 

In customer churn prediction the popular techniques are 

decision trees (DT), logistic regression (LR) and support 

vector machine (SVM) towards assess the churn probability 

as they combine good predictive performance with the good 

comprehensibility [8]. These techniques are having both 

strengths and flaws as well. DT can handle interaction effects 

between the variables very well but having problem to 

handle the linear relations between the variables. Logistic 

regression [10] can handle the linear relations between the 

variables, but it cannot accommodate and detect interaction 

effects between the variables. 

 

 In this paper, the support leaf model (SLM) was proposed as 

new hybrid classification algorithm which combines two 

individual models they are decision trees and support vector 

machine. Theoretically the decision tree is used to split the 

data into homogeneous subsets in SLM on which support 

vector machine is fit to every subset. 

 

This paper was organized as follows. The next section was 

discussing about Existing methods. The 3
rd

 section describes 

about the proposed system. The 4
th

 Section represents 

experimental setup. The 5
th

 section describes about the 
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results. The 6
th

 section describes about conclusion and future 

work. 

 

II. EXISTING SYSTEM 

 

a. Decision tree (DT):  

The fundamental thought of the decision tree in SLM is to 

divide the data recursively into subsets with the end goal that 

every subset contains approximately homogenous states of 

target variable. Decision Tree (CART) [11] was developed 

here by using gini as the main metric used to decide the root 

node attribute in the decision tree.  

 

b. Logistic Regression (LR): 

Logistic regression [10] is one of the powerful statistical 

methods used to analyze the datasets which have at least one 

independent variable for determining the outcome. By using 

logistic function, we can measure the relationship between 

one or more independent variables and a categorical 

dependent variable through estimating their probabilities. 

Outcome is two-valued which is in categorical nature. 

Furthermore it is used for predicting probability of non 

occurrence or occurrence of an event. 

c. Support vector machine (SVM): 

 

Support Vector Machines (SVM) was one of the supervised 

learning algorithms. It was used for both regression and 

classification problem [9]. It is used for classifying both 

linear and nonlinear data.   
 

d. Logit leaf model (LLM): 
 

The Logit leaf model is a two-step hybrid approach, first step 

is used for identifying the homogeneous customer segments 

by constructing the decision tree and in the second step 

logistic regression were applied to each and every identified 

homogeneous segment. Figure1 shows the conceptual 

representation of LLM [14]. In this illustration, the complete 

customer set S was divided into S1, S2 and S3 as three 

different subsets from the decision tree. On the identified 

subsets logistic regression is applied separately, resulting 

their probabilities for each and every instance in every 

subset. 
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Figure1: Conceptual  

 

III. PROPOSED METHOD 

By the inspiration of LLM, a new hybrid model support leaf 

model (SLM) is proposed, having two phases one is 

segmentation phase and another one is prediction phase. 

Support leaf model (SLM): 

 

It is a two-step hybrid approach which combines decision 

tree (DT) and support vector machine   (SVM) [9], [15]. In 

the first step homogeneous segments are identified by 

constructing decision tree. In second step support vector 

machine (SVM) is applied to the identified homogeneous 

segments. Conceptual view of support leaf model is shown in 

Figure2. 
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Algorithm: 

Step 1: Selects the variables/features by using fisher score 

which is discussed in 4
th

 section. 

Step 2: Construct decision tree with selected variables. 

Step 3: Extract the records from the terminal nodes of the 

decision tree. 

Step 4: Apply support vector machine model on the 

homogeneous segments. 

Step 5: Calculate the predictive performance using AUC and 

TDL.  

 

IV. EXPERIMENTAL SET-UP 

In the proposed system R programming is used to build the 

model for predicting the churn. R is freely available and a 

powerful statistical analysis tool. 

 

The two customer churn datasets are used on which the SLM 

is compared against LLM. The information about datasets is 

shown in Table1. 

Figure1: Conceptual presentation of the logit leaf model. 

 

Figure2: Conceptual presentation of the support leaf model. 
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a. Variable selection: 

 

Variable selection is done by using fisher score [12], which 

is very simple and effective. It cans be defined by using 

below formula: 

             
| ̅   ̅  |

√  
    

  

 

Where  

 ̅  : Mean value of churners. 

 ̅  : Mean value of non-churners. 

  
 : Variance of independent variable with respect 

to churners. 

  
  : Variance of independent variables with 

respect to non-churners. 

b. Evaluation criteria: 
 

The predictive performance of different classifiers was 

assessed by using top decile lift (TDL) [13] and area under 

the receiver operating characteristics curve (AUC). From the 

confusion matrix AUC and TDL are derived. Table2 

represents the confusion matrix for binary classification.  

 
 

 
Table2 : Example of a confusion matrix for binary classification 

 
Actual 

 
1 0 

predicted 

1 
True positive 

(TP) 

False positive 

(FP) 

Predicted 

positive (PP) 

0 
False positive 

(FP) 

True negative 

(TN) 

Predicted 

negative (PN) 

 

Actual 

positives 
(AP) 

Actual 

negatives 
(AN) 

 

Lift is a metric that expresses how the incidence in the 10% 

customers with the highest model predictions compares to 

the overall sample incidence. Lift reveals the specific cut off 

value for a classifier that predicts how much better (or worse) 

compared to random selection.  Lift is defined by using 

confusion matrix, the formula is as follows: 

      
          

          
 

V. EXPERIMENT RESULTS AND DISCUSSION 

 

• Performance evaluation using Area under the 

receiver operating characteristics curve (AUC): 

 

The proposed work is done on two churn datasets which is 

mentioned in Table1, individual methods and hybrid models 

are fitted on two datasets. Table3 represents the performance 

of individual and hybrid methods as well. From that 

comparison for churn datasets LLM fits well when compared 

with other methods. By visualizating the output using ROC 

curve, the performance of two hybrid methods is plotted for 

DS1as shown in Figure3 and for DS2 is shown in Figure4. 

 

• Performance evaluation Top decile lift (TDL): 

 
Table4: Performance evaluation Top decile lift (TDL) 

Top decile lift 

Algorithm 
Datasets 

DS1 DS2 

Decision Tree 2.4 2.4 

Logistic Regression 2.7 2.6 

Logit leaf model (LLM) 2.8 2.7 

Support vector machine (SVM) 2.6 2.5 

Support leaf Model (SLM) 2.6 2.5 

 

Like AUC , TDL is one of the performance metric. Table4 

shows the lift values for both the individual and hybrid 

methods.  

Table1: Datasets description 

 
Dataset 

Name 
Source 

No.of 

Records 

No.of 

Attributes 

DS1 

WA_Fn-

UseC_-

Telco-
Customer

-Churn 

https://www.k

aggle.com/bl 

stchar/telco-
customer-

churn 

7044 21 

DS2 Cell2cell 

https://www.k

aggle.com/jpa
cse/datasets-

for-churn-

telecom 

71049 58 

Table3:  Performance evaluation using Area under the receiver 
operating characteristics curve (AUC) 

Area under the receiver operating characteristics curve 

Algorithm 
Datasets 

DS1 DS2 

Decision Tree 0.68 0.70 

Logistic Regression 0.83 0.85 

Logit leaf model (LLM) 0.79 0.80 

Support vector machine (SVM) 0.64 0.67 

Support leaf Model (SLM) 0.68 0.70 
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Visualization of the output: 

 

 
 
 

Figure3: ROC curve for DS1 

 

As Figure3 shows the ROC curve for Dataset1for displaying 

the performance of LLM and SLM on churn datasets. Here 

only the hybrid methods are compared. LLM gives better 

performance rather than SLM. 
 

 

 

 
Figure4: ROC curve for DS2 

 

As Figure4 shows the ROC curve for Dataset1for displaying 

the performance of LLM and SLM on churn datasets. Here 

only the hybrid methods are compared. LLM gives better 

performance rather than SLM. 
 

The main observation that can be made from the above 

results is that SLM does not give better results on churn 

datasets when compared with LLM because logistic 

regression gives better results rather than support vector 

machine on churn datasets. Support vector machine does not 

work well will skewed data when compared with logistic 

regression. That’s why LLM is better than SLM. 

VI. CONCLUSION AND FUTURE WORK  

In this paper, we proposed a comparative study was 

conducted on LLM and a new hybrid classification algorithm 

SLM with respect to two churn datasets. The performance of 

these two algorithms was compared with two metrics AUC 

and TDL. LLM gets highest score with AUC and TDL when 

compare with both the individual and hybrid algorithms. 

After comparing the results, SLM does not give best results 

for churn data when compared with LLM. SVM does not 

work well with skewed datasets that’s why LLM gives better 

results when compared with SLM. 

 

In future work, there are many opportunities in model 

variations. Firstly, models that are already used in 

segmentation phase can be changed to improve the 

performance of the model. Secondly, selection measures can 

be changed. Thirdly, it is possible to change the performance 

metrics. Lastly, there is a chance of replacement of 

supervised techniques with unsupervised techniques. 
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