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Abstract— Machine learning is one of the fast growing areas of interest in artificial intelligence adopted by professional in 

every spheres of life that uses algorithms with data to sytematically learn patterns and improve from experience. The 

increasing competitive and robust predicting methods of machine learning are becoming more interesting and popular. This 

is valuable to investors, surveyors and valuers against manually computed payment table values that depends on emperical 

results. There are tedious and rigorous processes in valuation practice that involves some aspects of financial analysis in 

computations for the one pound table values. The aim is to build K-nearest neigbr and decision tree model to predict the 

nemeric values in amount of one pound table at a give rate of interest and period of years.This model is useful to investors, 

accountants, data professionals, surveyors and valuers interested in financial analysis and its applications. A cross 

validation test was carried out with predicted R-squared test to detect overfitting and generalize model performance on 

testing dataset. We introduced noisy data with smoothing curve expeoneintial function to overcome the risk of overfitting 

in predicting target varaible. The K-nearest neighbor and decision tree techniques were trained, tested and resulted into 

95.76% and 99.86% respectively. 
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I. INTRODUCTION 

 

Machine learning techniques such as decision tree(DT) and 

K-nearest neighbors(KNN) are widely used by 

professionals to systematically learn from events of past 

experience without human assisitance[1],[2],[3],[4],[5] . 

These Machine learning(ML) techniques can learn from 

training data without being traditionally programmed 

through the concept of supervised/unsupervised 

learning[6]. The supervised is ML and are employed to 

solve classification and regression problems[7],[8]. The 

unspuervised ML algorithms are used to solve clustering 

and association rule-based mining problems[9],[10],[11]. 

The DT is described to be an inverted form of a normal 

tree-like structure where each sub-node is used to represent 

a test on attribute value, tree leaf-nodes denotes classes and 

branches, depicts results of the test[12]. It is very useful in 

solving classification and regression problems and there are 

several types of popularly known DT techniques namely: 

CHAID, ID3, C4.5 etc. In constructing DTs, sub-nodes 

belonging to same parent nodes are divided and grouped 

with respect to the best attribute value that discriminates 

these sub-nodes based on class. The method of attribute 

selection is done using gain ratio (Gini index) and 

information gain. 

 

The increasing competitive and robust predicting methods 

of machine learning(ML) under artificial intelligence(AI) 

are becoming more popular, effective and relaible. This is 

valuable to investors, surveyors and valuers against 

manually computed payment values in the financial market 

that depends on limited emperical results. In valuation 

practice and other studies under land use are some aspects 

of financial analysis involving tedious and rigorous 

processes in carrying out property valuation (present value 

of one pound) and investment values, but little or no work 

has been done in the area of predicting payment values on 

real estate investment. The aim is to build and train KNN 

and DT regressor model capable of predicting numeric 

values in amount of one pound table at a given rate of 

interest based on assumptions made on valuation theories in 

real estate practice. This model will be useful to 

researchers, accountants, surveyors and valuers, data and 

ML professionals interested in dealing with investment and 

financial computations relating to real estate management 

and valuation practice and its applications.  

 

This paper is divided into sections as follows: section one 

contains the introduction; section two presents a brief 

review of some of the previous techniques or methods to 

the study area and the gap in exploring the proposed KNN 

and DT model; Section three, introduces the materials and 

methods employed for building the model; section four, 

focuses on the results and detailed discussion of results; 

Section five presents the conclusion. 

 

II. RELATED WORKS 

  

Mongia and Singh[13]; adopted the C4.5 type of decision 

tree using the concept of future reduction technique to 
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determine the best investment options such as bank 

deposits, mutual funds, equity, shares, post office 

investment options and etc. The ranked algorithm was 

employed as a feature technique to organize attributes in 

the order of priority and according to their gain ratio 

applied to 500 tuples of dataset. The training time 

complexity of DT was measured to be faster and produced 

89.47% accuracy. The general performance was very poor 

and was less than 95%. A combination of linear 

regression(LR), K-nearest neighnor (KNN) and random 

forest(RF) was adopted to estimate the trend of real estate 

housing prices with some features[14]. A quarterly dataset 

of 5000 items ranging from the year 2015 to 2016 was 

collected through web scrapping and divided into 4:1 ratio 

of training and testing dataset respectively. The 

performance was not encouraging in terms of accuracy and 

required more training dataset to perform well as required.  

Jadhav and Channe[15]  employed different data mining 

classification techniques such as K-NN, Naive Bayes(NB) 

and DT to learn training data patterns in solving 

classification problems. The DT technique was developed 

with some rule-based concept easier for human to 

understand. The KNN produced 89.84%, NB and DT 

produced 63.71% with 4627 instances. The proposed model 

could not work well with large volume of structured and 

unstructured data. Alkhatib et al.[16]  adopted non-linear 

regression and K-NN technique to predict stock market 

prices. The dataset was obtained from five registered 

companies within the Jordanian Stock market. The KNN 

algorithm performed better with small error margin but 

required more training data and advanced techniques to 

produce useful stock market prediction model. Singh et 

al,[17] developed KNN, random forest(RF) and Naive 

Bayes classifiers to identify text, numeric and alphanumeric 

data types. The model was created and fitted in storing 

known classes of training dataset to learn patterns to carry 

out predictions. The changing number of features in the 

dataset had no significant effect on the performance of RF 

while the success metrics of KNN and NB fluctuates 

(increases and decreases) that resulted into low accuracy 

rate. 

 

III. METHODOLOGY 

 

DTs are the most popularly used supervised ML techniques 

by professionals because of its ability to perform well with 

missing values or noisy data without failure. It can work 

well under several conditions in forming more robost 

predictors[18],[19]. 

 

Dataset:The dataset was obtaned from Parry's investment 

and valuation table[20]. computed using a randomized 

function in Python. The dataset was divided into (80% or 

12,000) training and (30% or 300) testing set to form 

15,000 items. The attributes of the dataset contained 

interest rate and number of years in estimating target 

variable as the present value(PV) in amount of one pound 

table. 

 

 

Table I: The Proposed system dataset 

 YEAR RATE TARGET 

0 6 7.25 0.849785 
1 20 3.75 0.478892 
2 18 2.50 0.641166 
3 11 6.25 0.513312 

. . . . . . . . . . . . 

14995 66 2.00 0.2706379 
14996 2 2.50 0.9518140 
14997 99 2.50 0.1104920 
14998 48 3.00 0.2419990 
14999 83 3.25 0.0143080 

 

 

The PV of one pound table values are predicted by the NN 

and DT techniques with the features given bellow in 

equation 1 and 2 after training stage: 

PV= 
  

(   ) 
                          (1) 

 

r=
 

   
                               (2) 

 

Where n is the number of periods until payment 

represented with the variable "YEAR", FV as "TARGET" 

which is the future value and r the internal rate represented 

with the attribute "RATE" and i is the interest. 

 

The Decision Tree regressor 

 

The DT regressor is employed to estimate numeric values 

for valuation purpose. and the problem of black-box in ML 

models can be simplified with its visualization[21],[22]. 

The concept of building DT regressor is the same as 

classification trees but the attribute selection criteria varies 

or changes[23],[24]. The equation(1) given bellow is used 

as a measure to overcome the problem of variance in DT. 

D= 
 

 
∑ (    

 

 
∑   

 
   )

 
 
                   (3) 

 
Where 𝓁 = no. of items in DT leaf nodes and yi is the target 

variable representing valuation and investmenet values. We 

are searching for features that divide training sets into 

target features approximately equal or same to solve the 

problem of variance in DT with some distributions of 

dataset containing noise using an exponential smoothing.  

 

A DT regressor class was created with some instances 

containing maximum depth set to 15 and random states to 

0. The model was trained with (80% or 12,000) of the total 

dataset, tested and predicted with the remaining 20% or 300 

items for validation purpose. We are generating some 

recursive distribution of data using piecewise function 

[f(x)] with noisy content given as: 

f(x) =    
  + 1.5  (   )

                         (4) 

 

Where f(x) is the piecewise function and x is the training 

and testing data samples. We defined and created a function 

that returns noise and n_samples values within the interval 

-4 to 4.   
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K-nearest Neighbor 

The KNN requires no assumptions about data distribution 

in predicting target variables[25],[26],[27],[28],[29],[30]. It 

works based on observations about data features similar to 

the points in one particular class known as nearest 

neighbors[31],[32],[33],[34]. The k parameter specifies the 

number of neighboring points used to classify similar data 

points into one class by the concept of voting[35],[36]. We 

created KNN classifier object and passed the k-neighbors 

argument values to the function in the K-neighbors Class. 

The model was fitted and trained with training set with fit 

command. The predict() command is employed in Python 

to perform prediction using the test dataset. 

 
Algorithm 1: Decision Tree Regressor  

Step Processes involved 

1 Start  

2 Choose the best attribute as the root node from dataset 

3 Search for subgroups with same value of attributes 

4 Repeat step 1&2 until a leaf node is found for all DT branches  

5 Compare root node with values and move to next node 

6 Return node 

 
Algorithm 2: K-Nearest Neighbors(KNN)  

Step Processes involved 

1 Start  

2 Gather the unsorted dataset with known categories 

3 Carryout clustering on sample data points 

4 Sort data points and select the first as training samples 

5 Find K by using K= sqrt(n), where n = No. of samples 

6 Locate K-NN values 

7 Categorize new points using the concept of majority vote 

8 Return 

 

Training and testing process: The KNN and DT 

classifiers are trained and tested using a cross validation 

test. The total dataset was divided into (80% or 12000) 

training and (20% or 3000) of testing dataset to form a total 

of 15000 items. The both model was trained and tested with 

some distribution of data generated by a piecewise function 

to learn and estimate (predict) data patterns. The noisy data 

variable set to 0.1 and developed in a modular fashion [37].  

 

Parameter tuning:  We defined what can make the model 

perform better with some twicking hyper-parameter 

values(learning rate and intial conditions) after training 

stage. The fine-tuning of these variables still remains a bit 

more of heart than science to overcome the identified 

problem as an experiemental process that heavily depends 

on the specifics of dataset, model  and training process[38]. 

We implicitly adjusted the learning rate to improve the 

performance of the model which potentialy leads to higher 

accuracy in performance metrics. The learning rate defines 

how far we can shift the line accuracy in training process 

based on the information from the previous step. The initial 

conditions played a significant role for determining the 

outcome of training but depends on whether a model starts 

training with values iniatialized zeros versus some 

distribution of values.  

 

Prediction: The power of machine learning is that; it can 

detect, estimate, make prediction , forecast and identify 

hidden data patterns from existing training dataset. ML 

uses data to answer questions rather than using human 

judgement. This granted computer systems new abilities to 

learn from training data patterns in making predictions with 

the testing(unknown) dataset 

 

Model Evaluation: is the final stage where we can test the 

performance of our model against data that has never been 

used before(unseen or new born data). The model 

evaluation is carried out with the testing dataset of smaller 

percentage, but depends on the source of the original 

dataset[39]. The accuracy, RMSE, SSE, f1-score, precision 

and recall metrics are used as diagnositic tools in 

measuring the performance of KNN and DT techniques. 

 

The root mean square error(RMSE): is used to measure 

the real difference between the acutal or observed(    ) 
and the estimated/predicted(      ) values(Holmes, 2000) 

 

 

RMSE = √
∑ (                )

  
   

 
                        (5) 

 

Where n is the number of values in one dataset 

 

IV. RESULTS AND DISCUSSION 

 

We discussed about results of the cross validation test 

obtained from the KNN and DT regressor class with some 

evaluation tools. The accuracy metrics, RMSE, R-squared 

error, Mean square error values and time complexity were 

fully discussed to ascertain its efficiency. 

 

 
Figure 1: DT graph obtained from the training dataset 

 

Figure 1 is the structure of DT generated from the proposed 

system dataset. The model randomly select patterns from 

original set in growing the tree and variables to represent 

random subset at each step. This resulted into a DT of 

height fifteen as shown in figure 1. 
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Figure 2: The DT regression model 

 

The scattered plot of DT regression class shows that; the 

data patterns have a linear or strong relationship because 

the data points follow a linear pattern as shown in figure 2. 

The presence of noise made few points to fall outside the 

line of regression but not too far. The DT was able to learn 

from the noisy data in forming a linear pattern. 

 

 
Figure 3: The mean square error(MSE) graph of DT regressor 

 

The DT predicted values follows the pattern of training and 

testing data as represented with green and blue colors 

shown in figure 2. The simulation was done to visualize the 

learning data trend or pattern using a function. For each 

value f(x) within the interval of -4 to 4, the model produced 

the best possible predicted values and was able to 

approximate data with a constant piecewise function.  

 

 
Figure 4: The KNN plot of RMSE against k values 

 

Figure 4 shows the graph of root mean square(RMSE) 

against the K-nearest neighbor value(K). The RMSE value 

of KNN shoots up along the plane as the k neighbor values 

increases.  

 
Figure 5: The KNN Sum of square error(SSE) graph 

 

Figure 5 depicts the k-NN plot of SSE against the k values 

ranging from 1 to 12. The best value k is the elbow on the 

arm at 2. The SSE value decreases gradually to 0 when k is 

set to loop through the number of data points in the dataset. 

The SSE value gets closer to 0 point when we increase the 

number of clusters. 

 
Table II: The RMSE value of KNN 

K RMSE of KNN K RMSE of KNN  

1 0.005608549031937772  11 0.008477838288919032 

2 0.005792398037887912 12 0.008739102802204532 

3 0.006658118998030837 13 0.009130543885583226 

4 0.006712592916260361 14 0.00955111052869568 

5 0.007229844885707784 15 0.009823547125459324 

6 0.007451746978952787 16 0.010100174295226135 

7 0.007537060529943211 17 0.010457316836198617 

8 0.007609030974402126 18 0.010755561093739572 

9 0.007778680470888901 19 0.011077310013169254 

10 0.00816418015009959 20 0.011362635116874565 

 

The RMSE value of KNN increases down the table with the 

k ranging from 1 to 20 at training stage as shown in table II. 

 

 
Figure 6: Percentage accuracy of KNN and DT 

 

Figure 6 shows the performance of DT and KNN 

techniques measured in percentage at testing stage. The DT 

regressor class produced 99.86% metrics of accuracy which 

was higher compared to the KNN with 95.76% success 

rate. 
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Table I: Variation in time complexity and R-squared value 

 Training Time R-Squared 

Decision tree 0.0190 0.9998 

KNN 0.0120 0.9984 
 

Table 1 shows the variation of training time complexity and 

R-squared values for both models. The time complexity of 

KNN was measured to be 0.0120 and DT as 0.0190 

seconds. The KNN was faster than the DT regressor class 

in terms of time complexity.  

 

V. CONCLUSION  

 

The existing techniques are inefficient in terms of accuracy, 

running time complexity and error rates in estimating 

investment and payment values. The performance metrics 

of DT model was higher in terms of accuracy but its 

training time was longer compared to the KNN technique. 

The experimental results proved to be highly efficient and 

accurate for predicting the target variable. We therefore; 

evidently conclude that the DT regressor class performed 

better as required than the KNN. 
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