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Abstract – The traffic flow forecasting is a very important aspect of traffic predication and congestion, it alleviates the 

increasing congestion problems that cause drivers to save a longer traveling time and economical loses, thus, it is one of the 

severe problems in big city areas. In tunnels the forecasting may help scheduling the ventilation fans. This way, the cost might 

be decreased while the air quality increased. The aspect of traffic prediction is that it may give the drivers to plan their 

travelling time and traveling the path, as they have the predictive data information. In this paper, the survey of different types 

used for traffic forecasting, the data for these techniques, the output provided by them and analysis insights is provided. 
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I.  INTRODUCTION  

Transportation system works with three kinds of data, which 

are historical data, real-time data and forecasting data. The 

ability to predict traffic variables such as speed, travel time 

and traffic flow, based on real-time data and historical data, 

collected from various systems in transportation networks, 

are vital to the advanced traveler Information System. The 

concept of Intelligent Transportation Systems has introduced 

several functions and user services that have the potential to 

improve the efficiency, safety and productivity of the surface 

transportation system. The rapid development in intelligent 

transportation systems, ease the traffic management and 

control strategies, due to the development of fast computers 

and mathematical models. Many methods and procedures are 

adopted to predict traffic flow, such as time series analysis, 

real-time method, Historic method, statistical methods, etc. 

However, it is essential to understand the working process 

behind all these methods to get an idea about the limitations 

associated with each of them. The short-term traffic 

forecasting is an important part of today’s modern intelligent 

transportation system and it is one of the most dynamic 

developing research arena with enormous published 

literature. The short-term traffic forecasting has a life of over 

years and it has been widely used in many areas of 

transportation research. Short-term traffic forecasting 

concerns, predictions made from a few seconds to possibly a 

few hours into the future based on current and past traffic 

information [1], [9], [10]. This concept has motivated 

researchers to seek traffic prediction models. Different 

methodologies have been used for short-term traffic flow 

prediction and it is also an excellent way to test complex 

prediction algorithms. The accuracy of short-term traffic 

forecasting methods mainly depends on the So far many 

techniques, including time series analysis, neural networks, 

Bayesian networks, nonparametric regression and many 

more, have been used for traffic forecasting, depending on 

the type of input data set and accuracy required 

[7],[13],[15],[22]. The main objectives of such systems are to 

increase the operational efficiency and capacity of the 

transportation systems using modern information 

technologies. The main challenges for this are to develop 

such a responsive algorithms and prediction systems with an 

acceptable accuracy. The paper is structured as follows, 

Section I contains the introduction of Traffic volume 

forecasting. We introduce the literature review section II. In 

section III, we define some of the basic terms associated with 

our problem, i.e. Limitations and we describe our 

methodology in section IV. In the conclusion, section V, we 

summarize our contributions. 

II. LITERATURE REVIEW 

A. Neural networks 

Some works address the use of neural networks for 

forecasting the traffic data.  In an object-oriented Neural 

network model that was developed for predicting short-term 

traffic conditions [15]. This work, in contrast to some 

previous works, uses a dynamic neural network architecture. 

In addition, due to the object-oriented approach, it is possible 

to model complex networks with a mixture of learning rules 

and processing element interactions. This modelling is 

difficult when using conventional neural networks. The 

traffic volume forecasting with the help of decomposition 

and neural network models [18]. It also discusses updating 
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the models in real time and the difference between 

multivariate and univariate time series models and conclude 

that both multivariate and univariate time series models reach 

the same accuracy level. The forecasting accuracy, by this 

work, is also not improved by increasing the number of input 

sources. The results of using a back propagation NEURAL 

NETWORK algorithm in order to predict surface streets 

traffic flow in urban areas [15]. NEURAL NETWORK 

methods that are based on a back-propagation algorithm have 

shown an ability to cope with complicated nonlinear 

predictions in several areas in previous studies. The model in 

this article uses a two-phase learning method (the first phase 

works on regular data, while the second addresses special 

cases and adapt to current situation). Reducing the size of 

NEURAL NETWORKS. This aspect is important as there is 

a large amount of possible input parameters and thus some 

NEURAL NETWORKS becomes impractical for 

implementation. The major difficulty is selecting the input 

parameters to the NEURAL NETWORKS. This work states 

that a performance improvement might be achieved and that 

speed predictions are problematic. In addition, some 

phenomena like a single car traveling too fast or slow distort 

the training set aims to describe the application and 

performance of an alternative NEURAL NETWORKS 

algorithm [12]. This algorithm involves “sequential or 

dynamic learning” of the traffic flow process. It investigates 

the potential of neural neutral networks. For forecasting 

motor-way traffic both in normal and in incident conditions. 

Three networks were constructed. One dynamic network was 

trained by using all the data, another dynamic network was 

trained with data obtained around incidents only and ”simple 

dynamic model”, that also used data around incidents only. 

”Simple dynamic model” differs from the first two in its 

hidden units. While in the first two models, the hidden units 

are able to move when new data is processed, in the ”simple 

dynamic model”, once the first 5 hidden units are fixed, all 

the other hidden units have to distribute around them upon 

processing new data. ”Simple dynamic model” performed 

better than the first two on different data sets that they were 

tested on. Uses multitask learning based NEURAL 

NETWORK. The advantage of this method is that it can 

improve the generalization of the network, thus increasing 

forecasting accuracy. In this work the Levenberg-Marquardt 

algorithm is selected to train the network. In this work, 

proved to be more accurate than this work, traditional 

NEURAL NETWORKS approaches for traffic flow 

forecasting.  

 

B. Time-series models and ARIMA 

The statistical time series models, for instance, 

Autoregressive integrated moving average (ARIMA), try to 

depict the past by utilizing mathematical models and then 

employ this model to forecast [13]. The ARIMA model is not 

suited for missing information and data filling technique 

might be problematic as the situation is complex. A 

parametric model for traffic condition short-term forecasts at 

a predefined location in the network [7]. The forecast is only 

based on previous observations at the location of the forecast. 

This model is the seasonal moving average process. It is 

found that this type of prediction model is not the only one 

needed in the next generation. In addition, it is stated that 

fitted provide equations that can be used in order to produce 

single and multiple interval forecasts. That allows the use of 

Kalman filtering techniques for the self-tuning forecast 

model. It is also claimed that there is no theoretical interest in 

investigating high level nonlinear mapping approaches for 

instance NEURAL NETWORKS. This claim is supported by 

comparison to forecasting produced by NEURAL 

NETWORKS and based on a common data set. This 

evaluates the performance of a subset of modelling [12]. The 

focus is on producing time-series state space models that are 

flexible and explicitly multivariate [16]. This method enables 

jointly considering data from different detectors, and is able 

to model a wide variety of univariate models.  According to 

the observed results, it seems that different specifications are 

appropriate for different time periods. In addition, it seems 

that the use of multivariate state space models may be 

successfully applied to an urban roadway system. The results 

were compared to those achieved from the model and were 

found to be superior in some cases of the prediction the state 

space model collapsed into a model. With Develops time-

series models for predicting future traffic volume on urban 

arterials [13].  

 

C. Hybrid model of neural networks  

The technique introduced a type of NEURAL NETWORKS 

[12], as an initial classifier that makes it easier to define 

classes. In addition, there is an individually tuned ARIMA 

model for each class. The task separation made in this 

technique improves the forecasting and it performs better 

than both a single model and a back propagation NEURAL 

NETWORKS. However, it is very complicated. Thus the 

experiments were made with models that are similar to but 

contain different sub-components. The numerical 

performance eventually achieved by this work is comparable 

to the performance the disadvantages of the proposed model 

include not yet validated long term robustness. In addition, 

over a long period of time, as conditions alternate, its 

performance will deteriorate. On the other hand, Kohonen 

map can be automatically retrained. Compared and combined 

two models: A NEURAL NETWORKS and ARIMA. In A 

NEURAL NETWORKS events from the past are analyzed 

and patterns are concluded [10]. With these patterns, 

forecasts are made. This work states that traditional 

architectures of ARIMA or A NEURAL NETWORKS 

models assume previous patterns will continue into the 

future, and thus Neural networks to be expected to give Good 

results if this assumption is not valid. Therefore, this work 
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introduced a judgmental adjustment technique that affects 

correcting future events that are seldom and irregular. 

Experiments justified that the judgmental adjustment 

Technique helped to reduce the prediction error. 

Additionally, the combination of basic A NEURAL 

NETWORKS model and ARIMA Model, performed better 

than the models separately. 

 

D. Kalman filtering theory  

Two models are presented for predicting short-term traffic 

volume [19]. These models utilize the Kalman filtering 

Theory [19], Kalman filtering is applicable to short term 

stationary or non-stationary stochastic phenomena and it 

Yields good traffic prediction accuracy. The models were 

compared with UTCS-2 and performed better [20]. A 

dynamic State-space model [16]. It is noted that the state-

space model has several features that make it suitable for 

traffic network applications. Dynamic models predict the 

traffic flow by utilizing on-line roadside measurements of 

traffic flow. Kalman filter is placed on the top of the state-

space model.  Presents a dynamic state-space model [13]. It 

also uses the Kalman filter, while the state-space model, a 

multivariate stochastic process, is underlying the filter. The 

state-space model has several advantages, including being 

random, having an explicit measurement error and its simple, 

and flexible structure, which is very profitable.  

 

E. Markov Chain model 

Models the traffic flow as a high order Markov Chain [21]. 

The method employs current and recent values of the traffic 

flow and describes the future value. This future value is 

described by transition probability which is approximated by 

the Gaussian mixture model (GMM) whose parameters are 

acquired by an expectation-maximization (EM) algorithm. 

As it is assumed that the predicted state has a probability 

distribution and both current state and most recent states 

determine the next state, Markov Chain seems to be very 

suitable.  

 

F. Nonparametric regression  

Nonparametric regression tries to find past events that had 

input values identical to the current state of the system (when 

the prediction is made) [14]. In order to forecast short term 

traffic flows uses a K-NEURAL NETWORKS based 

nonparametric regression [18]. It also performs analysis of 

the effect caused by key factors settings in the model and 

makes suggestions about defining the state vector and 

choosing the forecasting method. Nonparametric regression, 

by this work, is an accurate method that has a strong 

transplant ability, while transcendental knowledge is not 

necessary in its data mining. In addition, its results are more 

accurate in unconventional road conditions. A comparison is 

made to NEURAL NETWORKS and NPR is proven to be 

generally better. Also suggests the k-NEURAL 

NETWORKS method [18]. For linear processes, this method 

is asymptotically as good as linear forecasters. However, it 

preforms worse in comparison to them when nonlinearities 

appear. The presented method performed comparably, but 

not clearly better than a simple univariate linear time-series 

forecasts in a comparison made in this study. This work 

suggests that larger databases may have a better impact on 

the method’s accuracy and suspects that thin learning set 

used here made the model show no advantage in forecasting 

nonlinear transitions. The following two models were 

discussed: back-propagation NEURAL NETWORKS and 

nonparametric regression models, and compared to historical 

average and time-series models [15]. For this purpose the 

four mentioned models were developed. Nonparametric 

regression gave the best performance. Moreover, its 

implementation was easy, and it is portable. A nonparametric 

model based on using the kernel smoother for the auto 

regression function is presented for short-term traffic flow 

prediction [16]. This model utilizes functional estimation 

techniques. 

III. ELASTIC METHODS AND EXPONENTIAL SMOOTHING 

MODEL 

Elastic methods: elastic based model was developed because 

Elasticity model considers demographic and cost factors, 

show the impact on land use and travel frequency of 

improving the traffic conditions. The advantage of elastic 

model is The elasticity model Consider demographic and 

cost factors, show the impact on land use and travel 

frequency of improving the traffic conditions; discuss the 

induced traffic with time effect. And the disadvantage is 

High accurate requirement of data collection; calculation 

error exists in the wrong data collection. Exponential 

smoothing method: In exponential smoothing older data 

gives progressively less relative weight, whereas newer data 

is given progressively greater weight. Also called averaging, 

it is employed in making a short term forecast. This method 

is suitable for forecasting data with no trend or seasonal 

pattern [5]. Elastic model is a best method to estimate and 

forecast the traffic volume as it combines the demographic 

data as well as the economic ones. But the rate is slow, the 

best estimate is the combination of the two methods. 

IV.  OTHER METHODS 

Tests various models and compares them to traditional 

models. In this work the authors notice that traffic data is 

correlated across space and time. One variant may be 

relevant to predicting another variable [13]. It proves that 

there were significant cross correlations among different 

traffic variables collected across very close locations at 

different time scales. Therefore, this work emphasizes the 

multivariate prediction of traffic variables. Some analysis are 

not possible in simple univariate formulations while they are 

possibly in the VAR models. Another advantage of 



   International Journal of Computer Sciences and Engineering                                     Vol.5(8), Aug 2017, E-ISSN: 2347-2693 

  © 2017, IJCSE All Rights Reserved                                                                                                                                        221 

estimation is its ability to estimate simultaneously several 

dependent variable speeds, volumes, occupancies. In 

addition, it can provide a framework for estimating the 

influence of one variable on other variables. However, the 

accuracy of multivariate models at time scale larger than 15 

minutes is questionable. VAR models in this work performed 

better than univariate in 5 and 10 minutes prediction. 

Explores the statistical nature of traffic flows aggregated at 

short time intervals and examines the potential of applying to 

predicting such flows and providing prediction limit (it notes 

that other studies addressed only the prediction accuracy 

while ignoring the accuracy of the prediction limits) [11]. 

Three methods are proposed for prediction bounds 

generating: Bayesian Predictive Distribution, Asymmetric 

Error Distribution and Kalman Filter. It describes three 

Prediction models based on: the Poisson distribution 

assumption, the negative binomial and the binomial 

distributions. Mainly investigates and more general model-

based control methods [14]. Centralized drawback is that its 

on-line computational complexity is significantly enlarged as 

the network becomes larger. Thus, increasing the prediction 

time and complicating the traffic model. Attempts to cope 

with this problem by utilizing a simplified traffic model [14]. 

A simplified macroscopic model was established in this 

research. On the one hand, its advantages have reduced 

computing time, flexibility. On the other hand, the accuracy 

is reduced. Additional methods that were not covered in this 

survey, are covered [16]. In addition, this works divided the 

methods into three classes of Naive, Parametric and Non-

Parametric methods. Different methods were explored and 

results from each of these analyses were collated to check for 

respective levels of accuracy in predicting vehicular 

population for the same target year. Trend Line Analysis, 

Econometric Analysis, time Series Analysis [22]. Results 

obtained from TS Analysis were found to be considerably 

more accurate than those from Trend Line Analysis and 

Econometric Analysis. 

V. LIMITATIONS 

It starts degrading when the temporal distance between 

training and test set grows too much, and for the other 

predictors, no further improvement is observed when using 

larger training sets including past months, which are too 

distant from prediction time. It would certainly be very 

interesting and challenging to better analyze this 

phenomenon, which might affect periodical retraining of the 

models. 

Conjecture that a significant improvement in time-series 

forecasting may come from relational learning, where 

interrelations between different time series are taken into 

account the A NEURAL NETWORKS perform consistently 

worse than SVR (Support vector regression uses the same 

basic idea as support vector machine (SVM) classification 

algorithm, but applies it to predict real values rather than a 

class) with an RBF kernel, which, in turn, is less accurate 

than the seasonal kernel variant.  

 

The training set does not yield an improvement in prediction 

accuracy is possibly due to the covariate shift. This is 

confirmed by the behaviour of the SM predictor, which 

quickly degrades its performance both employing larger 

training sets. 

 

A deeper analysis of this covariate shift will be the subject of 

further investigations in future works, as understanding this 

phenomenon might play a crucial role in adapting the 

predictors to the dynamics of the transportation network. It 

should be noticed that SARIMAML performs worse than 

both SARIMA and SVR with an RBF kernel. In addition, A 

NEURAL NETWORKS s are consistently less accurate than 

plain SVR. If prediction accuracy is certainly a crucial 

feature of a forecasting model, computational time should be 

also taken into account when building a large-scale traffic 

monitoring system, considering both training time and 

prediction time. The imputation strategy to deal with missing 

data, and solving congestion problems that occur in complex 

roadways.  

VI. PROPOSED WORK TO OVERCOME  

The project starts with the collection of data on current 

traffic. This traffic data are combined with other known data, 

such as population and economic growth rates, employment 

rate, trip rates, travel costs, etc. to develop a traffic demand 

model for the current situation. Combining this with the 

predicted data for population, employment, etc. results in an 

estimation of future traffic. The methodology presented will 

forecast daily traffic profiles using Functional Data Analysis 

(FDA). This study assesses the traffic situation using traffic 

data collected considers real-time traffic data for the time 

relationship. Geometric characteristics (Volume of road). 

Highways have several kinds of geometric characteristics, 

and these different geometric configurations may produce 

different durations And Calculating the No of vehicle on 

road / Road Capacity. 

 

GA feature selection:  

The Vehicle data are recorded and accumulated every second 

for each lane. The features of traffic data from Vehicle  data  

items  like car speed, bus speed, trailer speed, average speed, 

car volume, bus volume, trailer volume, occupancy Using 

this many data features as model inputs without careful 

processes may create too much noise in the model. 

Therefore, data feature selection aims to decrease the number 

of model inputs and preserve the relevant traffic 

characteristics with fewer inputs. The selected features can 

be considered as a subset of all possible sets in feature 

selection. 
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Evaluation using fitness function- Each chromosome 

represents a feature subset. Therefore, build a regression 

function between the traffic duration and each feature subset. 

As a result, the forecast model sometimes under-predicts 

accident duration based on the un-congested traffic. The 

model developed by the GA selection method considers 

changes in traffic conditions to adjust the prediction value at 

each time point.  

VII. CONCLUSION 

In this study, we studied the different approaches for traffic 

volume forecasting such as a neural network model, Time-

series models, ARIMA and back propagation neural network 

model, BP neural network model was superior to the linear 

statistical ARIMA model. Results from four lanes indicate 

that disaggregate model average is less than aggregate 

models for GA. Hence, such disaggregate model is more 

suitable for forecasting.  Limitations of different models are 

studied here and the solution is proposed to address the 

problems. Finally GA feature model is suggested to solve the 

traffic volume forecasting problem.  
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