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Abstract: A summary condenses a lengthy document by highlighting salient features. It helps reader to understand completely 

just by reading summary so that the reader can save time and also can decide whether to go through the entire document. 

Summaries should be shorter than the original article so make sure that to select only pertinent information to include the 

article. The main goal of newspaper article summary is, the readers to walk away with knowledge on what the newspaper 

article is all about without the need to read the entire article. This work proposes a news article summarization system which 

access information from various local on-line newspapers automatically and summarizes information using heterogeneous 

articles. To make ad-hoc keyword based extraction of news articles, the system uses a tailor-made web crawler which crawls 

the websites for searching relevant articles. Computational Linguistic techniques mainly Triplet Extraction, Semantic 

Similarity calculation and OPTICS clustering with DBSCAN is used alongside a sentence selection heuristic to generate 

coherent and cogent summaries irrespective of the number of articles supplied to the engine. The performance evaluation is 

done using ROUGE metric. 
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I. INTRODUCTION 

Now a days the large volume of information in electronic 

form is increasing rapidly. It can be structured data like 

databases, company legacy data; or unstructured data like 

text, images etc. About 85 and 90% of data is held in 

unstructured form [1]. Therefore, text mining is necessary for 

extracting and managing useful information from 

unstructured sets of data, such as news reports, emails and   

webpages, using a various text mining techniques. Hence, 

text mining has become an important and active research 

field. It is well known that text mining techniques have 

mostly been developed for the English language because 

most electronic data is in English. Using this to our 

advantage, it is an obvious next step to employ these 

techniques for sifting through the multitude of available on-

line data to mine facts and figures from various sources and 

then summarize them efficiently to use in tracking various 

events in and around an area under Police jurisprudence. In 

this paper, the information extraction of news articles based 

on computational linguistic techniques to summarize the text. 

The summarization process involves filtering, highlighting 

and organizing information which is concise, coherent and 

faithful to the original document. The key tasks in 

summarization is as follows, 

1. Automatically extract on-line articles from news 

websites based on a keyword. 

2. Divide entire articles as a group of sentences, which 

acts as the dataset for further processing. 

3. Representing sentences in a machine readable and 

understandable format. 

4. Detecting semantic similarity between sentences so 

as to eliminate factual redundancy in summary. 

5. Clustering similar sentences to distinguish between 

semantically different sentences. 

6. Picking sentences amongst clusters which represent 

the information presented by the corresponding 

cluster. 

7. Arranging the sentences chronologically to display 

the developments as they happened. 

II. RELATED WORK  

Extraction of a single summary from multiple documents has 

gained interest since mid-1990s, most applications being in 

the domain of news articles. Several Web based news 

clustering systems were inspired by research on multi-

document summarization, for example Columbia 

NewsBlaster, or News In Essence. This is different from 

single-document summarization since the problem involves 

multiple sources of information that overlap and supplement 

each other, and removal of redundant facts which are 

presented in a semantically similar but grammatically 

different structure. The key factor in multi document 

http://www.howtosummarize.info/how-to-write-a-newspaper-article-summary/
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summarization is to recognize the novelty and ensure that the 

final summary is both coherent and complete. 

Various approaches in Multi-Document Summarization are 

as follows: 

1. Abstraction and Information Fusion: The summaries 

are created by merging facts from various document 

sources to generate an informational summary of 

the same. These techniques also employed the use 

of a linguistic generator to create sentences out of 

words selected based on statistical analysis 

techniques like TF-IDF scores, noun pronoun and 

verb weights etc. [2]. 

2. Topic Driven Summarization: The summary 

consists of set of topic-related documents which 

relevant to the application’s or user’s need.. This 

can be done by employing weighted keyword 

analysis [3], topic signatures [4] and Statistical 

methods like Latent Dirichlet Allocation [5] Latent 

Semantic Indexing and Probabilistic Latent 

Semantic Analysis [6]. 

3. Graph Based Summarization: Graph and ontology 

based methods usually use fuzzy logic to determine 

which of the data is relevant to each other to avoid 

redundancy in summarization or by supervised 

learning approaches by guiding the system to learn 

how to select the correct sentences for 

summarization [7]. Using classifiers sentences are 

also picked from the document Semantic Graph. A 

document is represented as a graph and each node 

represents the occurrence of a single word (i.e., one 

word together with its position in the text) [8]. 

4. Centroid Based Summarization: These techniques 

use clustering of sentences and then using centroids 

of said clusters to generate informative   summaries 

[9]. These techniques do not employ a language 

generation module, thus making it easy to scale and 

remain domain independent. 

 ADVANTAGES AND DISADVANTAGES 

                ADVANTAGES : 

 1. Multi-document summarization generates summary 

that are concise, coherent and non-redundant. With 

different opinions being put together and outlined, 

every topic is described from multiple perspectives 

within a single document. 

2. Automatic summaries present information extracted 

from multiple sources algorithmically, without any 

editorial touch or subjective human intervention, 

thus making it completely unbiased. 

3. The large amount of data available about a topic is 

concisely presented and thus makes it easier to 

study and remain informed. 

      DISADVANTAGES: 

1. The need to eliminate redundancy of data. 

2. Sometimes multiple facts are contradictory (death 

toll, time and date etc.) 

III. METHODOLOGY 

Devising an application which automatically collects digital 

on-line news articles based on a key-word from local 

newspaper articles and then summarizes those using Natural 

Language Processing techniques to semantically cluster 

sentences and the extract sentences from said clusters using 

Centroid-Based sentence summarization techniques.  

 

WORK OBJECTIVES 

1. Collecting data for building a corpora of newspaper 

articles. 

2. Develop a mechanism for breaking down actual 

sentences into a representative format for semantic 

analysis. 

3. Clustering semantically similar sentences to derive 

non-redundant summaries of the same. 

4. Evaluating the summaries generated by the system. 

 

Figure 1: Application work flow 

 

The user will be first asked to enter a query regarding which 

the summary has to be generated. The user the selects the 

newspapers he/she wants to collect the articles from. The 

articles are the extracted by web crawling and scraping and 

then saved in the system as archives and as the dataset for 

summarization. This Dataset is the further divided into 
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individual sentences and the triplet extraction algorithm is run 

on each sentence and the result is saved for creating of the 

similarity matrix. Once the similarity matrix is created, a 

clustering algorithm is applied on it and  get a cluster of all 

similar sentences. A sentence is selected from each cluster 

and then put in the summary based on heuristics which shall 

be further discussed in following sections. Once the summary 

is created, it is displayed and the user also has an option of 

picking the sentences which are better suited for their needs 

as this information can then be used to tailor a summary 

engine which uses supervised machine learning techniques 

and thus gives better results. 

There are various steps involved in the process of 

summarization which can be briefly outlined as follows: 

 Breaking down all the articles into individual 

sentences. 

 Breaking down individual sentences into the RDF 

Triplet format or the Subject Verb Object triplet 

format for semantic analysis. 

 Named Entity Recognition and Stemming. 

 Calculating semantic similarities between triplets. 

 Clustering Triplets from Similarity Matrix 

 Sentence Selection 

 

Each of these steps will be explained below, 

 

A. SENTENCE TOKENIZATION 

Sentence tokenization refers to the practice of dividing a text 

into a group of sentences. A news article as a whole is 

basically a collection of interrelated sentences. Since the 

structure of a news article is usually rigid and uniform [10], it 

is easier and computationally efficient to parse through the 

article sentence-wise instead of treating it as one single 

entity. It is both memory as well as time consuming to 

semantically analyze the entire article and hence it was 

decided to treat the entire event which is queried by the user 

to be treated to have a group of sentences comprising all 

news articles as the base dataset. The task then became to 

summarize the article information from the group of 

sentences rather than per article basis.  
It is difficult to understand the semantics automatically from 

an entire article and hence it is necessary to break down the 

article into a set of sentences. This is done by the using the 

Punkt sentences tokenizer in NLTK tool-kit. It is an 

implementation of the Unsupervised Multilingual Sentence 

Boundary Detection Algorithm designed in [11]. 

They proposed to approach sentence boundary detection by 

first determining possible abbreviations in the text. They do 

so by identifying three major characteristics of abbreviations. 

 An abbreviation is rather compact i.e. there is a 

close bond between a period and the letter preceding 

it. 

 Abbreviations tend to be short. 

 Experimental characterization of internal periods in 

abbreviations. 

Using such heuristics, they built a classifier which 

determined whether a period was after the end of a sentence 

or followed preceded by and abbreviation, initial or an 

ordinal with 99.2% accuracy. Using this model, divide the 

article into a group of sentences which then acts as the base 

dataset to glean information about the article. 

B. TRIPLET EXTRACTION 

A Triplet consists of subject and object, the relation being 

the predicate of a given sentence. The aim here is to extract 

sets of the form subject, predicate, object out of 

syntactically parsed sentences. Basically a triplet is used to 

give an exact semantic sense of what a sentence is talking 

about. Instead of using the whole sentence to derive 

meaning; a triplet just uses three words to determine what 

the sentence is talking about. 

      To begin with; the sentence is first parsed to 

understand it's grammar by using the Stanford Treebank 

Parser. Stanford Parser is a natural language parser 

developed by Dan Klein and Christopher Manning from 

The Stanford NLP Group [12]. The package contains a 

Java implementation of the Treebank parser; a graphical 

user interface is also available, for parse tree visualization 

called Stanford Tregex. A treebank is a text corpus where 

each sentence belonging to the corpus has a syntactic 

structure added to it. In a treebank parser, a sentence (S) is 

represented by the parser as a tree having three children: a 

noun phrase (NP), a verbal phrase (VP) and the period (.). 

The root of the tree will be S. Triplet Extraction is done as 

follows: 

 To find the subject of the sentence and apply a Breadth 

First Search in the NP sub-tree and select the first 

descendant of NP that is a noun. 

 To find the predicate of the sentence, search for the 

deepest verb descendant in VP and assign that as the 

predicate. 

 To find objects search in three different sub-trees. The 

sub-trees are: PP (prepositional phrase), NP and ADJP 

(adjective phrase). In NP and PP  search for the first 

noun, while in ADJP find the first adjective. 

 

Algorithm 1: Triplet Extraction 

Data: sentence 

Result: A solution or a failure 

result   EXTRACT← SUBJECT(NP subtree) U 

      EXTRACT PREDICATE(VP subtree) U 

      EXTRACT OBJECT(VP subtree) 

if result ≠ failure then 

return result 

else 
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return failure 

end 

 

Algorithm 2: EXTRACT ATTRIBUTES 

Data: word 

Result: A solution or a failure 

/* search among the word's siblings */ 

if adjective(word) then 

result   all RB siblings 

else 

if noun(word) then 

result ←  all JJ, ADJP, NP siblings 

else 

if verb(word) then 

result ←   all ADVP siblings 

end 

end 

end 

/* search among word's immediate ancestor siblings */ 

if noun(word) OR adjective(word) then 

if uncle = PP then 

result ← uncle subtree 

end 

else 

if verb(word) AND (uncle = verb) then 

result ←  uncle subtree 

end 

end 

if result ≠ failure then 

return result 

else 

return failure 

end 

 

 

Algorithm 3: EXTRACT SUBJECT 

Data: NP subtree 

Result: A solution or a failure 

subject ←  first noun found in NP subtree; 

subjectAttributes←EXTRACT ATTRIBUTES(subject); 

result   subject U subjectAttributes; 

if result ≠ failure then 

return result 

else 

return failure 

end 

 

 

 

Algorithm 4: EXTRACT PREDICATE 

Data: VP subtree 

Result: A solution or a failure 

predicate ←  deepest verb found in VP subtree; 

predicateAttributes← EXTRACT ATTRIBUTES(predicate); 

result ←  predicate U predicateAttributes; 

if result  ≠  failure then 

return result 

else 

return failure 

end 

 

Algorithm 5: EXTRACT OBJECT 

Data: VP subtree 

Result: A solution or a failure 

For each value in siblings do 

if value = NP or PP then 

object ←  first noun in value 

else 

object ←  first adjective in value; 

objectAttributes←EXTRACTATTRIBUTES(object) 

end 

end 

result  ← object U objectAttributes; 

if result ≠ failure then 

return result 

else 

return failure 

end 

C. NAMED ENTITY RECOGNITION AND STEMMING 

Named entities are atomic elements in the text such as 

persons, organizations, locations, expressions of times, 

quantities, monetary values, percentages, etc. [13, 14] Named 

entity recognition (NER) is the task of identifying such named 

entities. In the 1990s, the NER concept was introduced at the 

Message Understanding Conferences (MUCs) to encourage 

the development of new and better methods of information 

extraction. 

Stemming is the process of reducing inflected (or sometimes 

derived) words to their word stem, base or root form; 

generally a written word form. A stemmer for English, for 

example, should identify the string "cats" (and possibly 

"catlike", "catty" etc.) as based on the root cat, and "stems", 

"stemming", "stemmed" as based on stem. A stemming 

algorithm reduces the words "fishing", "fished", and "fisher" 

to the base word, fish. 

After triplet extraction, the verbs are still in their 

`ing'(infinitive) format or plurals which causes issues in 

semantic analysis as the NLP tools only recognize root words 
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and thus there is need to stem the words before performing 

semantic analysis. For grammatical reasons, documents are 

going to use different forms of a word, such as organize, 

organization, orgarnizes and organizing. Additionally, there 

are families of derivationally related words with similar 

meanings, such as democracy, democratic, and 

democratization. In many situations, it seems as if it would be 

useful for a search for one of these words to return documents 

that contain another word in the set. For instance: 

am, are, is categorized as 'be' 

car, cars, car's, cars categorized as 'car' 

Thus a sentence which was originally \Police arrived at the 

scene" Will be ultimately fed to the semantic analyser as 

<Police, come, scene >where arrived has been stemmed and 

lemmatized to the verb `come'. 

 

IV. RESULTS AND DISCUSSION 

It was observed that sometimes the news articles extracted 

were not always pertaining to the query submitted by the user 

and the problem was detected to be the way the google 

custom search engine operated in which even if part of the 

query was fulfilled by the article, it was given as an 

output[15]. And hence, once an article was extracted, a 

further processing layer was added which then searched for 

the instances of the keywords in the article and only of the 

majority of the keywords were present, it then saved the 

article for summarization or else the article was discarded.   

RESULTS OBTAINED AFTER TRIPLETS AND NER 

Consider an actual news article from the DUC 2001 dataset. 

The article is about a Hurricane called Andrew and it is as 

follows: 

 

When this article is given for processing the following 

triplets shown in table 1. 

Triplets with NER 

Sentence 

Number 

Subject Predicate Object NER 

resolutions 

1 SQUADS  

 

fan Louisiana (Location, 

Louisiana) 

2 local  hit Hurricane none 

3 official  acknowledge problem none 

4 government  estimate cost none 

5 Louisiana  said count (Location, 

Louisiana) 

6 federal  set dollars none 

7 storm  spent Fury none 

8 Miami  

 

Wipe home (Location, 

Miami) 

9 Andrew  

 
 

Move Mississippi (Location, 

Mississippi) 
(Person, 

Andrew) 

10 industries  Affect oysters none 

11 Wildlife  Estimate decline none 

12 cotton  Threatened no object none 

Table 1: Some Triplets extracted from the article 

Similarly triplets are calculated for all the sentences of each 

article and then these triplets are then given to the clustering 

engine for determining semantic similarity. 

Algorithm 6: DBSCAN 

Data: D, є 

Result: all points in a point P's є-neighbourhood 

For each Point P in Dataset D do 

if P is Visited then 

continue to next point 

end 

mark P as visited; 

if sizeof(NeighbourPts) <MinPts then 

mark P as NOISE 

else 

C = next cluster; 

expandCluster (P, NeighbourPts, C, є, 

MinPts) 

end 

end 

Algorithm 7: expandCluster 

Data: P, NeighbourPts, C, є, MinPts 

add P to cluster C; 

for each point P' in NeighbourPts do 

if P' is not visited then 

mark P' as visited; 

NeighbourPts' = regionQuery(P', є); 

end 

SQUADS of workers fanned out across storm-battered Louisiana yesterday 
to begin a massive rebuilding effort after Hurricane Andrew had attended 
whole districts, killing two people and injuring dozens more, agencies report 
from Florida and New Orleans. However, local officials in Florida, hit earlier in 
the week by the hurricane, were critical of what they called a delay in 
supplying food, drinking water and other supplies for thousands of people in 
need. Federal emergency officials acknowledged distribution problems, 
Transportation Secretary Andrew Card yesterday promised 'dramatic' 
improvements within 24 hours and President George Bush last night ordered 
troops to Florida, without specifying a number. The government estimated it 
would cost Dollars 20bn-Dollars 30bn to tidy and rebuild in Florida, and to 
care for residents displaced by the storm. Louisiana state officials said they 
had no overall count of storm-related injuries but initial estimates reckoned 
fewer than 100. The Federal Emergency Management Agency said it was 
setting aside Dollars 77m to help Louisiana recover. Most of the storm's fury 
was spent against sparsely populated farming communities and swampland 
in the state, sparing it the widespread destruction caused in Florida, where 
15 people died. Official estimates in Miami reported that the hurricane had 
wiped out the homes of one Dade County resident in eight - a quarter of a 
million people. Andrew had become little more than a strong rainstorm early 
yesterday, moving across Mississippi State and heading for the north-eastern 
US. Several of Louisiana's main industries were affected, including those of 
oysters and alligators. 
Wildlife and fisheries secretary Joe Herring estimated a 50 per cent decline in 
the alligator industry. The cotton and sugar-cane crops were threatened, the 
state agriculture department said. 
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if sizeof(NeighbourPts') ≤ MinPts then 

NeighbourPts = NeighbourPts joined with 

NeighbourPts' 

end  

if P' is not yet member of any cluster then 

add P' to cluster C 

end 

end 

 

Algorithm 8: regionQuery 

Data: P, є 

Result: all points in a point P's є-neighbourhood 

CLUSTERS FROM THE EXAMPLE ARTICLE 

Cluster 

Number 

Triplets 

1 <Squads,fan,Louisiana> 

<Agency,help,Louisiana> 

 

2 <industries,a_ect,oysters > 

<_sheries,decline,percent> 

3 <Andrew,move,Mississippi> 

Table 2: 3 of the 7 clusters formed by all the triplets 

SENTENCE SELECTION 

Once it is done clustering the sentences based on the 

information they provide and their semantic similarity pick a 

single sentence from each cluster which clearly represents 

information given by said cluster. This process is done as 

follows: 

1. Since OPTICS already determines the clustering 

order, the sentences are as per centroids of each 

clusters, thus they give the most amount of 

information as to what the cluster pertains to. 

2. Arrange the centroid sentences in a chronological 

manner with respect to date of publishing. This 

ensures factual chronology. 

3. Output all the selected and sorted sentences as a 

wholesome summary. 

DATASET 

The dataset used for evaluation of the summary engine is 

called the DUC 2001 dataset. The DARPA program offered 

the opportunity to tackle summarization evaluation once again 

and a long-term road-map to guide this evaluation was 

created. This road-map provided guidance for the Document 

Understanding Conference (DUC), with a pilot run in 2000, 

and the first major evaluation in 2001. This model was 

evaluated on 3 topics mainly pertaining to political unrest, 

crime and natural disasters. Thus a total of 30 articles were 

used to generate three generic multi-document summaries and 

they were compared against 6 "gold standard" i.e. NIST 

generated summaries (2 for each topic) and were evaluated 

using the techniques. 

COMPARISON OF SUMMARIES 

 

Fig 2: Summary Comparison 

The main evaluation metrics are precision, recall and F-score. 

Precision (P) is the number of sentences occurring in both 

system and ideal summaries divided by the number of 

sentences in the system summary. Recall (R) is the number of 

sentences occurring in both system and ideal summaries 

divided by the number of sentences in the ideal summary. F-

score is a composite measure that combines precision and 

recall. The basic way how to compute the F-score is to count 

a harmonic average of precision and recall: 

F-score = (2*P*R) / (P+R) 

With respect to the F-score computations, here are the results, 

Total sentences in System Summary = 20 

Total Sentences in Human Summary 1 = 17 

Total Sentences in Human Summary 2 = 18 

Sentences Common between System and Human Summary 1 

= 7 

Sentences common between System and Human Summary 2 

= 9 

Average Common Sentences = 8 

(across all summaries) Average Human Summary Sentences 

= 17.5 

(across all summaries) 

Precision(P)=8/20=0.4 
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Recall(R) = 8/17.5=0.457 

F-score = (2 .0*0.4 * 0.457)/( 2 .0*0.4 *0.457)= 0.43 

ROUGE-N RESULTS 

The ROUGE-N scores obtained by the system over 3 

different topics by calculating summaries from 10 articles 

each were as follows: 

Rouge-N Average R Average P Average F 

1 0.37137 0.423 0.3934 

2 0.17927 0.29161 0.22204 

Table 3: Results across various n-gram values 

DISCUSSIONS AND COMPARISONS WITH 

STATE OF THE ART 

COMPARISONS: 

The result is compared with Rouge-1 and Rouge-2 results 

with competing systems. 

Author Average R Average F Technique 

used 

[Lin and 

Hovy, 2000] 

0.3935 0.3890 Latent 

Semantic 

Indexing 

[Mihalcea 

and Tarau, 

2004] 

0.3733 0.3743 Graph based 

clustering 

Best Possible 0.4003 0.4003 Gold standard 

summaries 

Proposed 

System 

0.37137 0.3934 DBSCAN 

with OPTICS 

Clustering 

Table 4: Results comparison for ROUGE-1 values 

Author Average R Technique used 

Sripada et. al 0.0535 Sentence Ranking 

and TFIDF 

[Amato et al., 

2016] 

0.15861 only OPTICS 

clustering 

Proposed System 0.17927 DBSCAN with 

OPTICS 

Clustering 

Table 5: Results comparison for ROUGE-2 values 

DISCUSSIONS: 

As shown, the system performs at-par if not better with state 

of the art competing systems In ROUGE-1 evaluations, it is 

equivalent to calculating total common words which exist in a 

sentence with respect to the corresponding sentence in 

reference summaries. In ROUGE-2, every 2-pair of words is 

taken and its existence is compared in the reference 

summaries. All the comparison Systems use extractive 

algorithms for generating summary and have been compared 

on the dataset in question. 

The system shows high competency because: 

 It does not need to use a sentence generator to 

generate summaries. 

 The process of representing the sentence as a group 

of Triplets saves a lot of time and effort thus 

reducing computations required by algorithms which 

use sentence ranking and graphing algorithms. 

 The system uses DBSCAN on the cluster ordering 

provided by OPTICS thus it becomes more accurate 

to validate the clusters formed. 

CONSIDERATIONS: 

 The competing systems use 10 topics for evaluation 

while this system used only 3 topics for evaluation 

due to restrictions on free availability of data. 

 After preliminary analysis which involved visual 

inspection of summaries created by this system on 

queries generated by the user, the results will not 

waver from what is observed from 3 topics or 30 

articles. 

 The system is built such that it is equipped to handle 

even 100 articles and the summary size depends 

upon the number of articles it reads and is always 

coherent due to the chronological ordering of 

sentences before sentence selection. 

V. CONCLUSION and Future Scope  

This work presents a system to automatically collect, collate 

and summarize online newspaper articles based on a user 

submitted query. The dataset used for summarization is ad-

hoc and is generated on-the-fly. Using pre-processing steps 

like Sentence tokenization, NER, Stemming and 

lemmatization and Triplet formation; the articles are broken 

down into manageable semantic atoms which are then 

clustered based on their semantic similarity. Results of the 

model were evaluated qualitatively on the DUC 2001 dataset 

The average F and average R score are 0.3934, 0.17927 

respectively. These results show that implemented method 

efficiently generates extractive summaries with an Average 

F-score of 0.179 on ROUGE-2. The future work extended 

would be to include different media types like image, video 

audio etc., to try different and more advanced density based 

clustering techniques or deep learning neural networks to get 

better results, to employ various parallel programming 



   International Journal of Computer Sciences and Engineering                                      Vol.6(2), Feb 2018, E-ISSN: 2347-2693 

  © 2018, IJCSE All Rights Reserved                                                                                                                                        237 

techniques, multi-threaded approaches to increase the speed 

of summary generation. 
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