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Abstract— Landslides play an important role in this world. The landslide affects hundreds and thousands of people and is 

economically vulnerable. The causes of landslides are mainly caused by rain, earthquake and so on. This paper helps to use the 

method for classification of landslide detection. Subsequently, the construction of the classification algorithm depends on the 

global-landslide dataset. The main purpose of this method to improve the performance of machine learning ensemble 

classifiers is to perform better in terms of classification accuracy and execution time based on multiboost, bagging, subspace 

discrimination and subspace KNN.  
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I. INTRODUCTION  

 

The goal of machine learning is to adapt the system to their 

experience. A branch of Artificial Intelligence is concerned 

with the study and analysis of systems that can learn from the 

machine and data [19]. With the help of machine learning we 

can find out the future information. In the Industry 4.0 

revolution, the impact of Machine Learning is a vital one. It 

is usually applied to more complex real world problem 

scenarios. This research work considers the Landslides as the 

area of interest. Landslides are occurring around the world. 

This is the most dangerous part of human life. A landslide is 

defined as a large rock, debris or earth movement beneath the 

earth. An earthquake and other factors can trigger underwater 

landslides[10,12,17]. These landslides are called submarines. 

Submarine landslides sometimes occur in volatile damaging 

tsunamis. 

 

One of the techniques used in data processing is clustering, a 

method of finding related groups of objects or data in a data 

set. Clustering is the process of dividing a set of objects or 

data into groups of related subclasses [18]. Due to the 

diversity of applications, clustering analysis is a major issue 

in data mining. The main goal of the clustering technique is 

to separate the different parts of the cluster with their feature. 

The number of groups is represented by the K variable [15]. 

This means that clustering analysis is one of the best 

techniques for analysing a dataset. Recently, ensemble 

classifiers have received increasing attention in many fields 

because they improve the accuracy of the models and deal 

with complex and high-dimensional data. Various ensemble 

classifiers such as bagging, boosting, subspace KNN, and  

 

multiboost have been proposed. Ensemble classifiers perform 

better in terms of classification accuracy and implementation 

time based on this performance.   

 

The structure of the paper is as follows: Section II describes 

the landslide detection in various areas as a literature review. 

In Section III the algorithm of the proposed method with 

flow diagram is illustrated. Section IV describes the dataset. 

Section V presents a comparison of the accuracy of 

classifying all sizes of landslides using different methods. 

Section VI presents an analysis of the results, while section 

VII presents the conclusion. 

 

II. RELATED WORK  

 

Maneesha.V. Ramesh proposed a research work on landslide 

detection using Wi-Fi, multichannel network and satellite 

communication [1]. 

 

Yang Hong, Robert F. Adler, George Huffman assesses the 

state of rainfall that triggered landslides around the world, 

which died in a landslide disaster of 8 years. The dataset is 

compiled from geological datasets and compares the results 

produced from that global landslide map [2].  

 

S. Karthik, K. Yogesh, Y.M. Jagadish, RK Satheendran 

implemented a low cost energy harvesting wireless sensor 

network for landslide detection. This system uses solar 

energy harvesting to provide the sensor. The system uses a 

super condenser for the purpose of saving energy harvested. 

The system is all handled by the base station [3]. 
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VN Deekshit, Maneesha, Vinodoni Ramesh, P.K. Indukala, 

G Jayachandran Nair proposed a research wok on network 

design and algorithm. It uses the Arduino-based data 

acquisition system with the Geophone network [4]. 

 

Paraskevas Sangaratos Ioana Ilia presented a paper to 

monitor hazardous landslides and alert them to avoid the risk 

of landslides by measuring parameters. This paper discusses 

a supervised machine learning spatial tool using a pixel-

based technique representing a naive Bayes classifier [5]. 

 

Dieu Tien Bui, Tien-chung Ho proposed a method to predict 

rain-induced landslides using the ensemble framework. Here 

the data are obtained from the Geographic Information 

System. Adaboost, bagging and multiboost ensemble 

frameworks are used. The results of this study are used to 

predict landslide detection areas [6].  

 

Abdul Rahaman Wahab Sait, Dr. T. Meyappan proposed a 

studies work on facts pre-processing and transformation 

techniques for web log records.  This paper discusses a pre-

implementation and transformation method and the outcomes 

display the effectiveness of the work [7]. 

 

A.Sumathi,S. Santhosh Kumar, Dr. N.K. Sakthivel proposed 

a technique an efficient classifier referred to as ICS4-

MFMW, which is focusing both the dimensionality reduction 

and indecisive reputation.  The result of this work at is used 

to carry out higher in comparison with the existing MFMW 

classifier [8]. 

 

S. Neelamegam, Dr. E.Ramaraj proposed a different 

classification technique in data processing. In this paper, 

present the basic classification techniques. Decision tree 

induction, Bayesian networks, K-nearest neighbor classifier, 

and many other important classification system including 

neural network [9]. 

 

III. METHODOLOGY 

 

In this study, machine learning-based ensemble classifier has 

been proposed for landslide data. The main idea is illustrated 

in figure 1. The first step deals with data collection using a 

dataset from landslide detection areas across India. Landslide 

dataset is split into training and verification datasets. The 

second step deals with the extract aspects of machine 

learning. Attributes of the dataset such as event-time, trigger, 

landslide level, latitude, and longitude are used to identify 

the type of landslides. The third step deals with behavioral 

classification for landslide range impact using selective 

classifiers. Finally, the landslide limit dataset is classified as 

low, moderate, and highly flexible to create curve fitting 

equations to estimate the impact of landslide areas in the 

form of accuracy. 

 

In the proposed approach, ensemble classifiers such as 

subspace discriminant, boosting, bagging, subspaces KNN 

are used. The K-object clustering technique, which uses 

linear functionality, is applied for the dataset. Similarly, 

boosting, bagging, subspace KNN and discrimination   are 

the ensemble classifiers that have the potential to 

significantly improve the performance of prediction models. 

The predictive performance of ensemble models is 

approached using training and validation datasets, statistical 

evaluation measures, receiver operating characteristic curve 

(ROC), and area under the curve (AUC). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.  Dataflow Diagram for proposed Methodology 
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IV. DATASET DESCRIPTION 

 

The landslide dataset contains 29 attributes. Among them, 

important attributes including ID, date, time, continent-code, 

country name, code, state, population, city, distance, 

location, latitude, longitude, geo-location, hazard type, 

landslide type, magnitude and trigger are identified in the 

pre-processing stage. The values of the attribute are 

categorized into two types: namely unique and continuous 

values. 

 

 
Figure 2.   Global distribution landslide dataset 

catalogue 

The dataset contains 11,338 records. In this dataset, the 

country code contains over 145 records; there are 1532 

records in India in particular. There are 49 posts divided in 

India. Gaz_Distance is classified as unique and continuous 

values in this global landslide dataset. 

 

V. METHODOLOGY   

A. Preparation of  Training and Validation data 

The landslide detection dataset was randomly divided into 

two subgroups. The first subset (9,806 records) is used for 

building the prediction model, and the second one (1532 

records) is used for testing the model.  Landslide detection 

using data mining methods can be considered a binary 

classification: Therefore, they require both positive data (e.g. 

current case, Presence of landslides) and negative data (e.g., 

landslides absent).  Landslide alignment factors are then 

extracted to create training and validation datasets. 

 

B. Ensemble Learning Algorithms 

This section briefly describes three groups of learning 

instructions, bagging, and Subspace discriminant and 

boosting, subspace KNN used to establish ensemble models 

for landslides in this study [6, 11]. 

 

1) Bagging: 

Bagging has been shown to be effective. It is sensitive in 

landslide-prone samples Small changes in training data, 

therefore, may be Ability to improve the predictive ability of 

the model. The process of bagging process consists of three 

steps: (1) first, the bootstrap samples are obtained by 

approximating the training. A dataset to create a set of 

training subgroups; (2) Then, many Classification-based 

models are developed based on each Subcommittee; and (3) 

more recently, the final model was developed Aggregates all 

classifier-based models. 

 

2) Boosted Trees: 

The practices of boost Instruction: (1) First, a subset is created 

After training dataset and initial classifier based model Events 

are built in an equally reserved space Weights; (2) The initial 

model is used to predict all events And unclassified events in 

the training dataset Weights need to be embedded, whereas 

weights There are correctly classified events; (3) Next Step, 

weights of all the events in the training dataset The 

normalized and new subset is then randomly sampled 

Develop the next classifier-based model. This process 

continues until it reaches a stop state [14]. The final model is 

obtained on a weight basis which is the sum of all the 

classification-based models. 

 

3) Subspace Models: 

The Procedures Subspace algorithm is as follows: (1) using 

the training dataset; Configuration is carried out to configure 

random selection [16]. A set of training subgroups, which 

then use them to create classifiers -Based models; (2) 

Resetting event weights according to the overall accuracy 

performance of the classifier Models; (3) Continuous 

sampling of new subgroups Weight for training new classifier 

based models. The result is a group of classifiers.  

 

C. Performance Assessment and Comparison of Landslide 

Ensemble Models 

The accuracy measures are commonly used to evaluate the 

overall performance of any classification model.    

         Accuracy = TP/ (TP+FN)                           

 

Where, True Positives (TP) and True Negatives (TN) are the 

number of correctly classified test cases. False positives (FP) 

and False Negatives (FN) are numbers of test cases 

misclassified. The ROC curve shows true positive rate (TPR) 

versus false positive rate (FPR) for a trained classifier, where 

TPR and FPR can be calculated as follows 

 True Positive Rate= Tp /Tp+FN 1-false Negative rate        (2) 

 False Positive Rate= Tp /Tp+FN 1-True Negative rate       (3) 

  Overall effectiveness of landslides Models are rated by the 

receiver operating characteristic (ROC) curve. ROC curve 
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maps are built using true positives against false positives in 

two dimensions Space. Both TPR and FPR range from 0 to 1, 

and the AUC (Area Under Curve) ranges from 0.5 to 1.If the 

AUC value is equal to 1 then there is a perfect model and 

when AUC is equal to 0, it represents a non-informational 

model. Since the AUC value is close to 1, it is good for 

landslides Model [11, 13]. 

 

Table 1:  AUC (Area Under Curve) information Gain for the 

Landslide containing Ensemble Models. 

 

 

 
 Figure 3: 100% classification accuracy obtained by Boosted    

Trees   &  Subspace discriminant. 

 

VI. RESULT AND ANALYSIS 

 

The purpose of this study is to propose and validate the 

ensemble classifiers (bagging, boosting, subspace, subspace 

KNN) for machine learning modelling, and K-means 

clustering  as a pre-processing base classifier, and the results 

are shown in Table 2 

 

Table 2: Accuracy for classification of all size for landslide 

using various ensemble classifiers. 
Parameters Boosting Bagging Subspace 

Discriminant 

Subspace KNN 

Large 0.54 0.60 0.55 0.54 

Medium 0.51 0.57 0.50 0.60 

Small 0.55 0.61 0.53 0.57 

Very Large 0.64 0.79 0.80 0.50 

Unknown 0.64 0.67 0.64 0.70 

 
       Figure 4:  : Bar graphs showing the overall performance 

of landslide range values using different ensemble classifiers. 

 

         Table 3: Experimental Data based Accuracy and 

Relative Errors. 

 

Samples evaluated using ensemble methods such as accuracy 

for validation datasets. Comparison of the sample results 

indicates the highest precision boosted trees (75.6%) followed  

by subspace discriminant (75.6%), bagged trees (72.5%) and 

the lowest subspace KNN (69.4%). The categorical accuracy 

is almost equal to the boosted and subspace discrimination 

model (75.6%). 

 

 
Figure 5: The results shows the data-based accuracy and 

relative errors of the various ensemble classifiers. 

 

Ensemble Models Area Under 

Curve 

Classification Accuracy in  

percentage 

Boosted Trees 1 100% 

Bagged Trees 0.72 72% 

Subspace Discriminant  1 100% 

Subspace KNN 0.56 56% 

Ensemble 

Classifiers 

Accuracy Rate  Error Rate 

Boosted trees 75.6% 24.4% 

Bagged trees 72.5% 27.5% 

Subspace  
discriminant  

75.6% 24.4% 

RUS  boost  46.8% 53.2% 

Subspace KNN 69.4% 30.6% 
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VII.  CONCLUSION AND FUTURE SCOPE 

 

In this study, the boosted and subspace discriminant model 

was used to evaluate the accuracy of the ensemble models. 

Low, medium, high, moderate: group model obtained using 

the boosted and subspace methods, respectively. By 

comparing the relative classification rate of the verification 

data set and the accuracy value of the ROC curve, the boosted 

trees achieved 75.5% and subspace discriminant 75.5%, 

respectively. Therefore, the boosted and subspace results are 

selected for the best models to participate in the landslide 

range optimization. In conclusion, the results of this study are 

useful for predicting the accuracy of landslide impact areas. 

Future work for this research is to further improve the 

accuracy of the assessment results by taking into account 

recent landslide events to reduce landslide risk. 
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