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Abstract— The main objective of this research is to find the efficiency of prediction model based on support vector machine 

for predicting the stocks in NIFTY 50 during different  trends of the market in last 10 years. The prediction model takes 

different features and predict the next day price as up or down as compared to previous day price. The features used in the 

model are difference of current day and previous day low-high, open, close, and moving average of open, close, high and low. 

Label is the difference between open and close  prices of the current day. It is observed that the implemented support vector 

machine algorithm performs very well in predicting the stock price when there is  drop in price , irrespective of market trend , 

but performance reduces significantly in predicting the stock price when there is increase in price ,when market follows 

upward trend.  
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I.  INTRODUCTION  

 

Number of people involved in trading /investing in stocks 

has increased significantly,  in last few decades ,which 

includes both professionals and non-professionals . The 

financial market is a complex, evolutionary, and non-linear 

dynamical system [1]. It has become crucial to be accurately 

predict the stock prices to avoid risks. 

 

Many researchers have been studying and have introduced 

stock market forecasting methods based on machine learning 

techniques, where ANN and SVM models have been the 

most widely discussed , compared and used. It has been 

stated that the SVM gives the best performance for financial 

time series data.[2,3] 

 

 This motivated us to build a SVM based prediction model 

and check its predictability in different trends of market .In 

this paper I have introduced a SVM based model and  check 

the accuracy of the model in predicting the increasing stock 

prices (higher than previous day) when market was following 

downward trend and the decreasing stock prices (lower than 

previous day) when market was following upward trend. 

 

I have organized this paper in following sections , section 1 

is the introduction to the proposed work, section 2 explains 

the theory of the algorithm used and experiment design .  

 

Section 3 contains the results and discussions of the research 

.Section 4 talks about the conclusion and future work .  

 

II. RELATED WORK  

 

Bruno Miranda Henrique, Vinicius Amorim Sobreiro , 

Herbert Kimura ,[4], suggest that SVR has good predictive 

power especially when using strategy of  uploading the 

model periodically .Results of their experiments also show 

an increased prediction precision during lower volatility 

periods . Malkiel BG, Fama EF. ,in[5] claims that it is 

impossible to generate profits in long terms using prediction 

models for stock markets .The theory have been challenged 

by many researchers since then , Nayak RK, Mishra D, Rath 

AK ,in [6] used hybrid model of SVM -KNN to have better 

prediction capability . Tay FE, Cao L. in [7] examines the 

feasibility time series forecasting by comparing it with a 

multi-layer back propagation .As per the results of 

experiment SVM was found to be more advantageous to 

forecast financial time series . 

 

III METHODOLOGY 

 

A.  SVM theory 

Support vector machine is a supervised classification and 

regression  technique .  
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In classification target is to find the optimal hyper plane such 

that it efficiently separates the samples from different classes 

in space . If we take vector w , as the vector normal / 

perpendicular to the hyper plane , with unknown | | . we can 

define the hyperplane as 

                      w
T
 . u

T 
 = c    

 ,        for some constant c 

or 

w
T
 . u

T  
+ b = 0 ,  for b= -c                    (1) 

u
T  

 is the vector of any input sample . The projection of u
T
 on 

w
T
 , decides the class to which the input sample belongs . 

In this experiment we try to map the input samples , based on 

features discussed below, to two classes that is yi={0,1} , 

where 0 denotes fall of stock price , and 1 denotes rise in 

stock price , as compared to previous day price. Basically 

{0,1}  are the labels . 

Considering  (1) ,  we can say that 

for all the samples belonging to class 1 

w
T. 

.x
T

1 + b   1                        (2) 

 

 for all the samples belonging to class 0 

w
T. 

.x
T

0  + b    1                   (3) 

 

Samples closest to the hyper plane are known as support 

vectors 

 

For obtaining optimal hyper plane , we try to maximize the 

margin between the two classes or say we try to minimize the 

norm of vector w , denoted by | | .  
Let x

T
0  and  x

T
1  the support vectors or gutter points in the 

space .  

then the width or the margin between the two classes can be 

given by margin ,  

M = (x
T

0  -  x
T

1 )  w
T  | |                (4) 

which is equal to 

M = 2  | |                                     (5) 

using Lagrange multipliers ,  

we get 

min L(| |) = 
 

 
| |2                                   

(6) 

subject to,   yi(w
T. 

.x
T

i + b)      for all i, 

where yi represents the all of the labels of the training 

samples. 

For non-linear classification , we replace  

x
T

i  with a transformation function , known as kernel function  

so the equation becomes  

yi(w
T. 

. i + b)                            (7) 

there are three different kernals that we can use and are 

defined as 

RBF  

K(a,b) = exp(-(a-b)
2
 / 2  2

 )         (8) 

Polynomial 

K(a,b) = (1 +   ai bi )
d                          

 (9) 

Sigmoid 

K(x,y) = tanh( x
T
 y + h)            (10) 

In our experiment we have used RBF Kernel.  

 

B.  Experiment design 

1) Data Set 

The model is applied on data of NIFTY 50 collected from 

NSE . We have taken the stocks data from Jan 2008 to July 

2018 for our experiment.  

 

2) Features and label 

Using SVM based prediction model we predict the next day 

price based on last 90 days. The features used in the model 

are difference of current day and previous day low-high, 

open, close, and moving average of open, close, high and 

low. Label is the difference between open and close  prices 

of the current day If the difference is less than 0 , it shows 

that the stock price has closed at a lower price than  opening 

price in morning , and we denote it by 0 label and if the 

difference is greater than 0 , we denote it by 1 label. 

 

Table 1 Feature Description 

Feature Description Formula 

Open price 

difference 

It is the difference 

between previous 

day and current 

day opening price 

(Openi -Openi-1) 

,where i denotes 

the current day 

Close price 

difference 

It is the difference 

between previous 

day and current 

day closing price 

(Closei -Closei-1) 

,where i denotes 

the current day 

Low price 

difference 

It is the difference 

between previous 

day and current 

day lowest price 

(Lowi -Lowi-1) 

,where i denotes 

the current day 

High Price 

Difference 

It is the difference 

between previous 

day and current 

day opening price 

(Openi -Openi-1) 

,where i denotes 

the current day 

Open price 

Moving average  

MAt+1   is defined 

as the moving 

average with the n 

time length is 

calculated at time 

t+1M 

 

MAt+1 = MAt - 

opent-n+1 /n + 

opent/n 

 

opent-n+1 and opent  

are the observed 

values of stock 

opening price at 

time t. 

Close Price 

moving average 

MAt+1   is defined 

as the moving 

MAt+1 = MAt - 

closet-n+1 /n + 
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average with the n 

time length is 

calculated at time 

t+1M 

 

closet/n 

 

closet-n+1 and 

closet  are the 

observed values of 

stock closing price 

at time t. 

Low Price moving 

average 

MAt+1   is defined 

as the moving 

average with the n 

time length is 

calculated at time 

t+1M 

 

MAt+1 = MAt - 

lowt-n+1 /n + lowt/n 

 

lowt-n+1 and lowt  

are the observed 

values of lowest 

stock price at time 

t. 

High price 

 moving average 

MAt+1   is defined 

as the moving 

average with the n 

time length is 

calculated at time 

t+1M 

 

MAt+1 = MAt - 

hight-n+1 /n + 

hight/n 

 

 

hight-n+1 and hight  

are the observed 

values of highest 

stock price at time 

t. 

 

3) Training and Testing data 

I have used the last 90 days(from prediction day) data to train 

SVM prediction model, to predict the next day price. Model 

is tested for each day in data set except first 90 days data. 

 

III. RESULTS AND DISCUSSION 

 

Table 2. shows the percentage accuracy of stock price 

prediction for  10 selected  sticks of NIFTY 50. The tables 

shows accuracy of SVM based algorithm in two trends of 

market ,one in which the market was showing an upward 

trend and other in which the market was showing an 

downward trend. 

 

In this experiment it was observed that the model shows high 

accuracy in predicting the prices when stock price drops   

irrespective of the market trend . Whereas accuracy of model 

reduces to an average of 0.70 ,when the stock prices 

increases , in case of upward trend of market . The accuracy 

further decreases to an average of 0.67 when the stock prices 

increase ,in case of downward trend of market . 

 

Table 2. Model Accuracy 

Stock 

Upward Trend Downward  Trend 

UP 

(increase 

DOWN  

(drop in 

UP 

(increase 

DOWN 

(drop in 

in stock 

price ) 

ACCUR

ACY 

stock 

price 

)ACCUR

ACY 

in stock 

price) 

ACCUR

ACY 

stock 

price) 

ACCUR

ACY 

GAIL 0.70 0.93 0.66 0.93 

BPCL 0.73 0.92 0.69 0.96 

GRASIM 0.83 0.87 0.69 0.87 

SBIN 0.72 0.93 0.62 0.95 

TATAST

EEL 

0.85 0.95 0.84 0.92 

YESBAN

K 

0.80 0.92 0.018 0.99 

RELIAN

CE 

0.79 0.91 0.71 0.93 

ITC 0.78 0.76 0.61 0.94 

TECHM 0.83 0.91 0.58 0.96 

 

IV. CONCLUSION AND FUTURE SCOPE  

 

Based on our experiment results it is found that the svm 

based model shows higher accuracy in predicting stock 

prices during downward trend of market for both drop and 

increase of stock price as compared to when there is upward 

trend. The results suggest that the implemented model is 

downward biased and it is not efficient to use it for trading in 

real life but the prediction accuracy is high hence if we 

include more features from advance technical analysis 

indicators or combine  different machine learning models 

then it can be improved to use in real world trading.   
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