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Abstract— Cloud computing is an emerging technology. It allows the customer to run the application by provisioning on-

demand resources. There are cloud providers like AWS who allows their customer to provision resources. Customer may 

provide access to the multiple users to enable them to run their workloads using different services like EC2, S3, RDS, etc. With 

the help of different services provided by AWS, we can reserve computer power, storage, etc. Amazon Web Services (AWS) 

allows the customer to assign tags on their resources. The tags also known as metadata can be used to organize and manage 

resources in cloud computing. Tagging the resources in multiple accounts of AWS cloud computing is subject to errors and 

additional efforts. Our goal is to design a solution to automatically assign the tag on the resources so that we can easily 

organize and supervise resources in multi-account of AWS. 
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I.  INTRODUCTION  

 

Cloud computing [1] offers on-demand compute power, 

storage, and other IT resources to the customer via the 

internet. Amazon Web Services (AWS) [2], a leader in cloud 

computing is widely adopted by global customers. They offer 

several types of services like compute, storage, analytics, 

machine learning, etc. AWS lambda [3] is a service which 

allows you to invoke code and run complex environment 

without provisioning servers in the backend. The lambda 

functions can be triggered by a response service when it 

comes to saving costs in the production environment. We can 

optimize our solution of tagging [5] multiple resources by 

using lambda function on a response of an event trigger. 

Tagging is a set of key and value pair and it acts as metadata. 

The metadata allows us to manage resources like ec2 

instance. 

 

The purpose of this discussion is to allow the customers to 

tag their resources, automatically created in multiple 

accounts so that the resources in the cloud can organize 

properly for different users. With the help of tags on the 

resources, the cost allocation can be done and according to 

the usage of the resources, permissions will be granted or 

revoked. When an IAM user [6] will be creating an ec2 

instance in the account, CloudTrail [7] service will be 

keeping track of API calls. An event rule [8] will be created 

in the CloudWatch [9] service which will be sending the data 

from one account to another using event bus [10]. Proper 

tagging of the resources can be used to anticipate cost 

allocations and billing report in the automated environment. 

There are different tagging categories [11] available such as 

technical tags, tags for automation, security tags and business 

tags. Some business tags like owner or creator tags can be 

labeled on the resources such as an ec2 instance to identify 

who is accountable to answer. When customers wanted to 

have multiple accounts for maximum billing isolation so it is 

mandatory to use Multiple Account Strategies [12] and 

managing them using AWS Organization [13] service. Each 

resource in all the accounts should be tagged with 

Owner/Creator in order to do the cost allocation in a well-

defined manner.  

 

II. RELATED WORK  

 

Organizing the resources in the AWS account is always a 

hectic task. It becomes extremely complex when users want 

to manage resources in multiple accounts. It becomes even 

more difficult when customer infrastructure starts to grow 

and they need to create more resources. The metadata needs 

to add to the resources which can use to filter and find the 

resources. The metadata is also known as customer-defined 

key and values which can be added manually. It will be a 

time-consuming process and prone to errors. When multiple 

users have access to create resources then it will be a difficult 

task to add tags for each resource correctly. The process of 

adding tags can be delayed if the system administrator tries 

to organize resources manually [14]. It can lead to several 

problems such as unorganized resources in multiple accounts 

and wrong prediction of cost allocations etc. The customers 
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are using either manual ways or a custom script in the 

individual accounts to manage tags on the resources. We will 

be working on automated version to manage resources on 

multiple accounts of AWS. 

 

III. METHODOLOGY 

 

We have to try to build a design a solution which is helping 

us to tag resources available in the multiple accounts of AWS 

from a central account automatically. 

 

 
Figure 1. Architecture Diagram of Resource Tagging in 

Multi-Account Strategy 

 

IV. RESULTS AND DISCUSSION 

 

Figure 1 demonstrates the solution for tagging resources 

upon their creation in multiple accounts. As shown in the 

figure, we have implemented three accounts in AWS. On 

account A and B, the users will be having permission to 

create resources. We have a 3rd account in AWS is being 

referred to as Lambda account. In Lambda account, we have 

deployed our lambda function. Tagging of resources can also 

be done by provisioning different lambda functions in each 

account, but it will be difficult to manage each lambda 

function. If we required to update the functionality of the 

lambda function, then system administrator may take 

significant amounts of time which can lead to delays. It will 

also reduce the productivity of sysops team. These days, we 

follow the multi-account strategy where a customer may use 

more than 500 accounts. In such cases, it is important to 

supervise each resource in every account automatically. Let’s 

discuss what all resources are required to build between the 

cross accounts [15].  

 

As shown in figure 1, the first task is to allow the cross 

+accounts to send the event data to the Lambda account 

using an event bus. We need to create an event rule in the 

Lambda account that should trigger the lambda function. It is 

important to make sure that event rule trigger the lambda 

function only on a few occasions only, for example, when 

users create an ec2 instance in the cross accounts A and B. 

As we want to restrict the event rules to specific API calls, it 

is necessary to define the detail-type as “AWS API Call via 

CloudTrail” [16] in the event rule. To enable the mentioned 

detail-type, we must enable CloudTrail in all accounts. As 

soon as, the user creates resources the event rule triggers the 

target [16]. The targets can be used to process the events, 

there will be two distinct targets of event rule in the Lambda 

and A/B accounts. In account A/B, the target will be an event 

bus whereas lambda function will be targeted in the Lambda 

account. 

 

Another step towards the accomplishment of this solution is 

to create an IAM role [18]. In Lambda account, we need to 

create an IAM role, which will be having permissions write 

logs in the CloudWatch and also permissions to assume a 

role available in account A and B. Here, we need to provide 

the permission to IAM role in account A and B to tag the 

resources. 

 

As shown in Figure 1, the last step is to create a lambda 

function in the Lambda account. The lambda function will be 

invoked in every response of events, send by the 

CloudWatch event rule. In this lambda function, we have to 

define a role which can be assumed. For troubleshooting 

purposes, we can use CloudWatch Log groups [19] and 

stores the log events. 

. 

V. CONCLUSION AND FUTURE SCOPE  

 

After deployment of this architect design on a multi-account 

approach, we can automatically tag the resource with 

customer-defined metadata. These metadata will allow us to 

manage resources. There is a limitation with respect to the 

time when we try to send event data from one to another 

account so it takes the time of 60-120 seconds. Future scopes 

to provide the event data instantly so that run time solution 

can be provided and set the budget amount for the users. 
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