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Abstract— Decision making in an organization requires aggregate as well as non- aggregate results, computed from data stored 

in data warehouse. Performance in case of result extraction from a data warehouse is an important factor. Probability that the 

same query is fired more often is high.  This results into frequent analysis of warehouse data for fetching same results or results 

with incremental updates. This paper discusses an approach for storing such frequent queries along with their result, timestamp, 

frequency and threshold in a separate database. Past results are fetched from database and only incremental updates are done 

through data marts. This approach may improve performance removing or reducing execution time.  
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I.  INTRODUCTION  

OLAP queries are fired by the organization for decision 

making. Results are retrieved from data warehouse; a 

repository of huge amount of data.  Probability that a same 

query is fired frequently is high. Frequent access to data 

warehouse for retrieving results will lead to fetching same 

data again and again and thus requiring more processing 

time. To avoid frequent data warehouse access, there are 

some ways like using materialized views or 

multidimensional cubes.  

In this paper, we suggest another approach to avoid 

execution of frequent queries. Results of high frequency 

queries can be materialized and stored in a separate database. 

Other details such as timestamp, frequency and threshold are 

also stored along with query and its results. Next time when 

the same query is fired, only incremental updates if 

necessary, are done through data marts, hence reducing data 

warehouse access time. Data marts are loaded with copy of 

most recent records during data warehouse refresh. Result 

retrieval from data marts will result into faster execution of 

query compared to data warehouse access.  

Rest of the paper is organized as follows: Section II deals 

with related work. In section III problems with the current 

approaches are highlighted. In section IV methodology of 

suggested approach along with examples and model diagram 

is described. Section V concludes the research work.  

II. RELATED WORK  

Issues dealing with materialized views are summarized in 

a tabular format in [22]. Approach of querying a multi 

version data warehouse by extending SQL language is 

discussed in [1] while in [2] authors identify factors for 

selecting a proper indexing technique for data warehouse 

applications. It also identifies factors to be considered for 

building a proper index on base data. Literature [3-11] deal 

with various issues and techniques used for maintaining and 

using materialized views.  Algorithms for incrementally 

maintaining materialized views are discussed in [3], while 

maintenance expression for dealing with materialized views 

with aggregates is discussed in [4].  Algorithm for 

maintaining   views when data sources are updated is shown 

in [5] and a   model for keeping the view current according to 

the changes in the underlying database is depicted in [6]. The 

incremental maintenance problem of an SQL view in case of 

database updates using DAG is shown in [7]. Authors [8] 

discuss view maintenance overhead issues and deal using a 

lazy view maintenance approach. Literature [9] deals with 

the issue of computing answers to SQL queries with 

grouping and aggregates in case of multiset tables.  Authors 

[10] designed algorithms SWEEP and NESTED SWEEP for 

incremental view maintenance.  Determining a part or all of a 

query can be computed from materialized view is discussed 

in [11]. 

 

Panos Vassiliadis [12] proposed a model for 

multidimensional databases based on the notion of base cube 

and provides mapping of multidimensional model to 

relational model and to multidimensional arrays using a 

mapping function.  Authors [13] explained the three 

categories of attributes of cube models while in [14] a lattice 

framework is used to investigate the cells to be materialized 

when it becomes too expensive to materialize all cells. A 

model of data cube and algebra to concisely express complex 

OLAP queries is discussed in [15]. Data model based on 
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hypercube is shown in [16].  A framework for computing and 

evaluating the cube is depicted in [17]. Issue of frequent 

change of data elements in a cube and hence the response 

time getting affected by the update cost and the search cost 

of the cube is dealt in [18] using an index hierarchical data 

structure referred as ∆-tree. Authors [19] discuss about the 

cube compression technique based on statistical clustering 

the data. Authors [20] developed an algebraic query language 

called as grouping algebra as an extension of relational 

algebra and formalized multidimensional data model for 

OLAP with its basic component as multidimensional cube. 

A method for storing queries and their corresponding results 

is discussed in [23] where Index is maintained to keep track 

of queries and their results.  

III. PROBLEMS WITH CURRENT APPROACHES 

As per paper published by us [22] the problems / issues 

associated with materialized views and multidimensional 

cubes are summarized as below: 

 Materialized views improve query processing time 

majorly in case of aggregate queries [11]. But view 

maintenance is necessary as the data sources are 

updated [5]. 

 Views are complex. Hence, it is better and cheaper to 

maintain them incrementally. Incremental updates can 

be done by applying the changes made to the base data 

rather than re-computing the view from the scratch [4]. 

 Though materialized views speed up query processing, 

for ensuring correct results, they should be kept up to 

date when accessed by a query. They can be maintained 

eagerly i.e. in the same transaction as the base tables 

are updated and these updates bear the cost of view 

maintenance. Overhead issues arise for maintaining 

them which increases as multiple views are maintained. 

Hence, results into poor response time for updates.  

 Instead of forcing for updates, some database systems 

support the deferred maintenance approach, i.e. view 

maintenance can be delayed till the user explicitly 

triggers. This may lead to out-of-date views producing 

incorrect results. Materialized views will no longer be 

automatic and transparent. Query users need to have 

knowledge about the views used by a query, their 

maintenance and requirement of updation [8].  

 Multidimensional data cubes are the logical model for 

OLAP (Online Analytical Processing). They provide 

the functionality needed for summarizing, viewing and 

consolidating the information available in data 

warehouse [13]. 

 Results are pre-computed and stored. All aggregates on 

all dimensions are computed in anticipation that they 

might be required. The problem with this is that, it 

occupies huge storage space for n-dimensional data 

cube. For materializing whole data cube having n 

dimensions, the number of aggregates will be 2n for 

snowflake schema [21].  

 Few cells can be materialized instead of computing 

them from raw data every time. For implementation of 

data cube, available options are:   1) materialize the 

whole data cube, which will give best query response at 

the cost of higher storage, 2) materialize nothing 

resulting into computing every cell on request, 3) 

materialize only a part of the cube [14]. 

IV. SUGGESTED APPROACH 

When a SQL query is fired, it is materialized and stored 

along with other metadata such as its result, timestamp, 

threshold and frequency in a separate database. 

Next time, when user fires a query, first it is checked if 

an equivalent query exists in the database. Two queries are 

said to be equivalent if they fetch the same result irrespective 

of the order of tables and fields used in the query. Past result 

is extracted from the materialized query database and then it 

requires only incremental updates. For incremental updates, 

the results are retrieved from data marts.  

Data marts store recent records which are loaded during data 

warehouse refresh. Incremental updates through data mart 

retrieves   faster results than if fetched from data warehouse. 

This leads to less processing time as compared to data 

warehouse access, each time the query is fired. 

Dimensions on which queries are fired more frequently can 

be stored in one data mart instead of performing join 

operation from multiple tables. Avoiding join operations 

further leads to less query execution time. 

        To understand the storing of materialized queries, 

consider the example of an insurance company. Organization 

stores data about the customers and the policies enrolled by 

them through various distribution channels. Policies vary 

based on category to which they belong to. 

Some relational tables considered for this application are 

customer, policy, category, distribution, cust_policy. 

Dimensions frequently used in the queries fired by 

organisation are customer’s id, customer’s name, gender, 

birthdate, marital status, city, state, annual income, policy 

name, policy category, distribution channel, maturity amount 

etc.  

For creating data marts, requirements are gathered and then 

dimensions in that data mart are determined.  

For example, marketing department frequently fire queries to 

retrieve information regarding the enrolment of policies 

based on customer’s city, state, gender, income level, marital 

status, policy category, maturity amount, distribution channel 

etc. Data mart is created having the above required 

dimensions.  

A.  Storing Materialized Queries Using the Identifiers 

Example: 

Employee wants to get the average annual income of 

customers grouped according to gender, policy category, 

marital status and state. 
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For the above scenario, there are many different ways the 

query can be written in SQL. Some sample SQL queries 

generated for the above requirement are as follows: 

 

QueryString1:  

SELECT Avg(customer.annual_income) AS Avgincome, 

customer.gender, category.cat_name, 

customer.marital_status, customer.state 

FROM customer, policy, category, cust_policy 

WHERE category.cat_id = policy.cat_id AND 

     policy.pol_id = cust_policy.po_id AND 

    cust_policy.c_id = customer.c_id 

GROUP BY customer.gender, category.cat_name, 

customer.marital_status, customer.state; 

 

QueryString 2 (Using keyword INNER JOIN) 

 

SELECT Avg(customer.annual_income) AS Avgincome, 

customer.gender, category.cat_name, 

customer.marital_status, customer.state 

FROM ((category INNER JOIN policy ON category.cat_id = 

policy.cat_id) INNER JOIN cust_policy ON policy.pol_id = 

cust_policy.po_id) INNER JOIN customer ON 

cust_policy.c_id = customer.c_id 

GROUP BY customer.gender, category.cat_name, 

customer.marital_status, customer.state; 

 

QueryString 3 (Changing the order of fields) 

 

SELECT customer.gender, category.cat_name, 

customer.marital_status, customer.state, 

Avg(customer.annual_income) AS Avgincome  

FROM customer, policy, category, cust_policy 

WHERE category.cat_id = policy.cat_id AND 

     policy.pol_id = cust_policy.po_id AND 

    cust_policy.c_id = customer.c_id 

GROUP BY customer.gender, category.cat_name, 

customer.marital_status, customer.state; 

 

All the above SQL queries fetch the same result. Hence, they 

are considered equivalent, but when saved as strings in 

database and compared through string matching, it will result 

into a string mismatch.  

We have considered different logic for matching queries for 

equivalence as follows: 

B. Storing query along with results and other metadata 

considering QueryString1 

For storing queries, predefined identifiers can be assigned to 

each tables and fields (application specific) and to the 

functions. These identifiers can then be saved into the tables. 

Considering given example, it generates following tables. 

 

Table for Table identifiers can be generated as follows: 
 

Table 2: Table_Identifier 

Table name Table_Id 

customer 01 

policy 02 

category 03 

distribution 04 

cust_policy  05 

 

Table for Field Identifiers can be generated as follows: 

(Identifiers are assigned to fields of table ―customer‖ for 

illustration. Identifiers are assigned to fields of other tables in 

a similar manner) 
Table 3: Field_Identifier 

Field fld_id 

c_id 01 

c_name 02 

gender 03 

dob 04 

marital_status 05 

addr1 06 

addr2 07 

pincode 08 

city 09 

state 10 

mob_num 
org_type 

annual_income 

11 
12 

13 

  

Table for Function Identifiers are defined as below: 

 
Table 4: Function_Identifier 

 
Function func_id 

Sum 01 

Avg 02 

Min  03 

Max 04 

Count 05 

Stdev 06 

Var 07 

group by 08 

where 09 

order by 10 

group by and where 89 

 

Inserting details about QueryString1 tables, fields and 

functions used are generated as: 

 
Table 5: Tables, fields and functions used in the above discussed query 

 

Table for storing SQL query in the database for QueryString 

1:  
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Hence, the query stored in the database using identifiers for 

will be as: 
Table 6: Table: ―Store_query‖ 

 
Table for storing SQL query results in the database: 

 
Table 7: Table:‖Result_metadata‖ 

 

To understand finding equivalent query from materialzed 

query database, assume next time the employee again wants 

to get the average annual income of customers grouped 

according to gender, policy category, marital status and state. 

SQL query written is in the form of QueryString 3. 

Tables, fields and functions used in the query are extracted. 

Tables ―Table_identifier‖, ―Field_identifier‖ and 

―Function_identifier‖ are referred for assigning identifiers to 

the tables, fields and functions used in query.   

Details about QueryString 3 tables, fields and functions 

used are generated as below 

 
Table 8: Tables, Fields and Functions used in QueryString 3 

 
 

Table ―Store_query‖ is checked to find if any materialized 

query has the same table, field and function identifier 

combination as that of the fired query irrespective of the 

order of tables stored.  

 

In our example, it is found that query_id ―q1‖ has the same 

table, fields and function combination. Hence q1 and current 

fired query can be considered equivalent. The result is 

retrieved from ―Result_metadata‖. For incremental updates, 

if required, updated results are generated from data mart. 

Data loaded after query timestamp value is considered for 

generating results. New result thus generated, is appended 

with past result, and saved. Query frequency and query date 

is update. 

 

Now we need to take care for reducing space load also in 

database. For this periodic evaluation of database 

―Result_metadata‖ is done based on frequency and threshold. 

This will help to eliminate the infrequent queries from 

database. Infrequent queries are those queries which have not 

been fired since long time, i.e. their frequency value is much 

less than defined threshold value. Removing such queries, 

helps in reducing the load on the database, making 

equivalence check and result retrieval faster. 

 

Number of records to be loaded in data mart is subjective to 

data warehouse refresh and timestamp of the materialized 

queries. Lowest timestamp value is fetched from updated 

―Result_metadata‖ table. Only records loaded post that 

timestamp value is stored in the data mart.  

 

Figure 1.  Storing of materialized query and performing incremental updates 
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V. CONCLUSION  

Materialized query is stored only when it is fired by the 

user.  If an equivalent query is found, results are fetched from 

the materialized query database, in case of no incremental 

updates. Fetching results from database consumes less time as 

compared to generating results using warehouse data. In case 

of incremental updates, updated results are generated using 

data from data marts.  Limited records in data marts make 

result retrieval faster as traversal through huge records in data 

warehouse is eliminated. Factors like frequency, threshold, 

and timestamp helps in eliminating infrequent queries hence 

saving storage space compared to multidimensional cubes. 
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