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Abstract— Testing is one of the most critical and time consuming phase in development of a software and when it comes to 

regression testing in which compatibility is checked of the previous code with the updated one. It definitely increases the size 

of test case and budget so, to decrease the number of test cases in regression testing this paper presents a QBGA (Queen Bee 

Genetic Algorithm) technique for test case reduction and also increases the coveragence that would makes a software more 

efficient. When it is in contrast with the existing GA algorithm, the number of test cases is found to be reduced and covered 

area is enhanced and results are found to be better.  
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I.  INTRODUCTION  

Importance of Software Testing  

Software testing is very important quality assertiveness 

scheme which make sure that a quality software system is 

delivered by examine a program to recognize errors and to 

guarantee the correctness and reliability of the software 

product. Due to the increasing demand of software systems it 

continuously evolves several changes like system 

functionality, technologies and current demands which affect 

the existing modules of a system under test [1], [2]. 

Types of software testing: 

Static and Dynamic testing  

Design documentation, software requirement specification 

(SRS), code documentation examine through work 

documents in static software testing. Testing is done through 

walkthrough processes, inspections, informal and formal 

reviews and static code reviews. Dynamic testing is done by 

executing the code averse to a given set of inputs and 

conditions. System testing, integration testing and unit 

testing includes in dynamic testing techniques. 

Functional and Non Functional Testing 

This is a kind of testing which is done when a tester does not 

know about the initial functioning of the given program and 

which algorithms are involved in it. In white box testing in 

which the testers know exactly about the structuring of the 

program to be tested and it is also called transparent testing 

because the tester is aware of the inner functioning of the 

program [3]. 

 

 

 

Regression Testing 

Regression testing reruns some of the already executed test 

cases with the aim of checking whether previously fixed 

faults are remerged and to ensure that the new changes do 

not have a refusing on the existing system software [4]. 

 

Figure 1.   Regression Testing Optimization 

1. Selection Technique 

It chooses a test suite subset that is used during the 

development process and wields that subset to test the new 

modification in the program. In this method it divides the test 

suite in to three parts: 

(a) Reuse the test cases 

(b) Re test the test cases 

(c) Absolute test cases 

 

These methods helps to pick a subset of test cases without 

picking all the test cases only a subset is selected to test the 

modified program which diminishes time and efforts but 

somewhere it decreases the test effectiveness [6]. 
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2. Prioritization Technique 

In this technique testers prioritizes the test cases in regression 

testing in reference to several factors such as cost benefit, 

execution time , total efforts, etc. that enhances a fault 

detection rate of a test suite [7]. This technique uses least 

recently used method to prioritize the test cases. There are 

two types of prioritization:  

(a) General Prioritization  

(b) Version Specific Prioritization 

In General prioritization it selects test cases in such a order 

that it has highly effective and version specific software is in 

reference with a particular version of software [8]. 

3. Reduction Technique 

In test suite reduction technique removes the irrelevant test 

cases and its major aim  is to enhance the capability and 

compatibility of the existing test cases with the  modified 

program. There are three types of methods which are: 

 

(a) Retest all test cases [R1] 

In reset all test cases method that validates and verifies the 

software moderation by testing each of the test case in a 

particular test pool for every program. It records the test suite 

size increases which means selected test cases can also 

grows. When size is to big it becomes very difficult to fix 

that problem. There are several types of approaches proposed 

for selection method like random technique, regression test 

model, minimization and prioritization techniques, etc. R1 

works very well when dealing with small set of test suites 

and whenever it deals with large number of test suites T‟ it 

drops [5]. 

 

(b) Random deletion [R2] 

Random detection is used when the size of test suites are 

really large. It fixes the problems by using randomly 

detaching technique in which numbers of test cases are 

reduced without avoiding the errors. This technique helps the 

software developers to save time in testing phase of the 

software development and its performance is also better as 

compare to R1. This method reduces the number of chosen 

test cases with less number of errors. 

 

(c) Test Reduction in Regression Testing [R3] 

This technique is used for choosing a set of test suites to keep 

away programming errors or bugs when size is in control. It 

solves the crucial problems in the maintenance phase and it 

decreases the size of T‟ by picking selected test suites. This 

technique gives better results when compare to R1 and R2 

methods [9]. 

 

II. RELATED WORK  

 

Aiming on the importance of software testing during the 

software development process and addressing the issues of 

testing regarding cost and time [2] experiences that testing 

can enhance any software performance and evaluates its 

functionality several types of testing is done to test a 

software such as black box testing in which a tester verifies 

against a suite of test cases that would already know the right 

outputs [3] Regression testing does not compromises the 

existing software functionality and always reruns the 

programs whenever there is an update to check their  

compatibility with each other. It uses test suite prioritization 

by application navigation tree mining through which a tree is 

constructed and it choose only optimal solutions returned by 

CI approach and fuzzy logic [20,21] another reduction 

algorithm in which concept of greedy technique and AIA are 

combined together which approaches the calculation, 

coverage and enhance the quality of testing in less time. It 

also approaches to the fault localization regression test cases 

reduction techniques [11] Neha Sharma and Sujata [7] 

presented a technique GA for test case prioritization by 

implementing stochastic optimization when deal with fitness 

value and it is evaluated that metaheuristic genetic algorithm 

improves the efficiency as compared to the existing 

algorithms in much better way. Indumathi and 

S.Madhumathi [15] has proposed MFTS (Maximum frequent 

test set) algorithm in which number of test cases decreases 

and increases the fault detection rate. This method eliminates 

the redundant test cases and set their priorities and then 

executes them. 

 

III. METHODOLOGY 

 

In QBGA algorithm the very first one step is to initializing 

population so let us take a s x t requirement matrix in which 

binary values are present that is 0 and 1‟s. Suppose there is 1 

present that means the test case is selected and whenever 

there is a 0 that means the test case would not be selected. 

The test sets are represented in row as T= {T1, T2, T3, 

T4…..Tx} and number of requirements satisfied represents 

in columns as R= {R1, R2, R3, R4….RX}. There are 10 

numbers of requirements satisfied and 10 number of test 

cases in given table. 

Queen Bee Genetic Algorithm based on the concept of 

natural selection of the fittest individual and it re-establishes 

the theory of evolution. QBGA uses biological processes and 

assumes that a problem is resolved by a potential where 

individual are represented as a set of parameters structured in 

the form of binary string values. Its main aim is searching 

and ascertain out optimal solution using fitness value before 

choice is making. This algorithm uses the operators such as 

selection, crossover and mutation and every evolution 

consists of population from which individuals are selected 

arbitrary [5, 10, 11]. 
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Table 1.   A set of dummy values in binary form 

 

 

A. Population Initialization 

Every individual of initial population presents a test suite. 

Test suite pond is used to select initial population randomly 

and each suite contains a test case set. [13]. 

 

Figure 2.   Initialization of Population 

B. Fitness Value 

Fitness value of each test case or individual is computed 

while performing an operation amid all requirement suites of 

individual test case and after that the result of the fitness 

value is converted in to the form of percentage  

F (x1) = (No. Of requirements fulfil / Total no. Of 

requirements) × 100 

F (x2) = W1 × obj1 + W2 × obj2 

W1 and W2 are normalised constants 

Obj1 = Percentage of selected test cases 

Obj2 = Percentage of fault coverage 

 

C. Selection 

 

Selecting technique is used to choose all possible solution to 

produce the solution of coming generation and the best 

selected once must create new off springs or child‟s. In 

QBGA one parent is selected as Queen which is the best one 

and second parent is selected as random one. [14]. 

 

 
 

Figure 3.   Flow Diagram of QBGA Algorithm 

 

D. Crossover Operator 

After the selection of test sets we applied crossover with 

crossover probability of to generate new offspring from the 

selected parents. In QBGA one parent who is male one is 

selected randomly and another parent which is female is 

selected as the best one also called as Queen. P1 × Queen 

(best) →C 

 
Figure 4.   Crossover between P1 and P2 

 

For example: Let‟s take Parent 1 and Parent 2 two 

individuals represented as  

 

Parent1 = < T1, T7, T3, T16, T9, T5, T12 > and P2 = < T4, T17, T2, T6, 

T11, T14, T8 > 

Parent1 and Parent2 could be crossed according to the 

crossover point and then produce two Childs which results 

into P1 becomes, P1 = < T1, T7, T2, T6, T11, T14, T8 > and P2 

becomes 

Parent2 = < T4, T17, T3, T16, T9, T5, T12 > 

E. Mutation 

Mutation includes random modifications and it is operate to 

grasp all the redundant test cases which is available in test 
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pool. In the mutation process values are swapped according 

to the probabilities as one set of test suite having high 

mutation or normal mutation.  

There are two types of mutation performed in this algorithm  

(a) Normal (approx. = 0.2)                            

(b) Strong (approx. = 0.6)  

In normal mutation having lower probability like 0.1, 0.2, 

0.3 .. and a swap operator is used to swap these values and 

in strong mutation probabilities such as 0.5, 0.6, 0.7 …that 

means a large number of test cases or values are swapping.  

 
Figure 5.   Normal and Strong Mutation Operation 

 

Algorithm (QBGA) 

Inputs: 

P : Size of Population  

T : Set of test cases 

Cp : Crossover Probability 

Mp : Probability in mutation operation (normal, strong) 

G : Number of Generations 

Output: 

Pi   ←    population gen ( t,tc,tsp ) 

For i = 1 to G 

Fi   ←    fitness eval [ (Fx1) and (Fx2) ] 

Fx1 = (No. Of req fulfill/ Total No. Of req) × 100 

Fx2 = (W1×Obj1 + W2 ×Obj2) 

W1 and W2 ← Normalised Constants 

Obj1  ←  Per of selected test cases [Si]  

Obj2  ←  Per of fault coverage [Fi] 

Pi +1   ←   add one random (r1) and  

one queen (q1) [ P1 × queen = G] 

P1  ←  queen(q1) select parent [pi] 

P2  ←  rand select parent [pi] 

CM  ←  crossover ( P1 × P2 = Cp ) 

M1   ←  Mutation (C1, MP) 

M2  ←  Mutation (C2, MP) 

Normal Mutation ←  Prob [0.2] 

Strong Mutation ←Prob [0.6] 

G  ←  G+1 

FG+1 ← eva fitness ( G+1,t,fl,fsl) 

TG ←   select best child (FG+1,G+1) 

Return TG [15] 

IV. RESULTS AND DISCUSSION 

It should include important findings discussed briefly. 

Wherever necessary, elaborate on the tables and figures 

without repeating their contents. Interpret the findings in 

view of the results obtained in this and in past studies on this 

topic. State the conclusions in a few sentences at the end of 

the paper. However, valid colored photographs can also be 

published Algorithm proposed in this work is used to reduce 

the number of selected test cases and enhance the coverage 

of test cases. It is implemented using Queen Bee Genetic 

Algorithm which improves the quality of initial population 

by selecting one parent as „Queen‟ and evaluates fitness 

function whenever population is updated. There are two 

types of mutation operator performed in this algorithm one is 

normal and another one is strong mutation which helps in 

removing the redundant test cases and improves the quality 

of testing in limited timed time and budget. This algorithm is 

applied to various data sets of binary values of test cases like 

a data set „flex v1‟, „printtokens‟ and schedule etc. and it is 

observed that in flex v1 there is 567×19 matrix on which GA 

and QBGA both were applied to check the performance of 

both algorithms and it is observed that QBGA performs in a 

much better way as it reduced the test cases by 185 whether 

GA reduces the test cases and selects 226 test cases than it is 

observed that in GA numbers of selected test If a matrix of 

10×10 considered as set of dummy values in which number 

of selected test cases and coverage required is taken cases are 

5 while QBGA selects only 3 test cases and in GA required 

coverage is 80% and QBGA covers 90% of the test sets. 

Table 2.   Results of Dummy Data Set Matrix 

 

 
Figure 9.   Reduction Analysis Graph 
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Figure 10.   Coverage% Analysis Graph 

 

Table 3.   Results of Printtokens (200×200) Matrix 

 
 

 

 
Figure 11.   Performance Analysis Graph 

 

Table 4.   Comparative Output Table of GA and QBGA 

 
 

 
 

Figure 12.   Comparison between GA and QBGA 

 

Comparative analysis of various matrices together in which 

main focus is on number of selected test cases and coverage 

of entire test suites on the basis of this a graph is plotted. 

These graphs shows that queen bee genetic algorithm select 

less number of test cases as compare to genetic algorithm and 

cover more number of test suites that is coverage. 

 

V. CONCLUSION AND FUTURE SCOPE  

This paper presents an algorithm for test case reduction in 

regression testing and its implementation. After 

implementation the proposed algorithm is compared with the 

Genetic Algorithm. QBGA algorithm is used for test case 

reduction in regression testing. The test cases are minimized 

greatly which reduces the cost of testing in the development 

phase. This technique of reduction provides an effective 

number of test case reductionS in test suites and also increases 

the coverage area which improves the efficiency and quality 

of the software. On the basis of defect detection capability 

many interesting result have been collected but the test case 

reduction in regression testing using queen bee genetic 

algorithm has not been traversed. On the basis of defect 

detection capability many interesting result have been 

collected but the test case reduction in regression testing 

using queen bee genetic algorithm has not been traversed. So 

there is still space for the researchers to demonstrate and 

validate the queen bee genetic algorithm based approach to 

reduce the set of test cases on the premise of statement 

coveragibility. 
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